Science & Technology Development Journal - Economics - Law and Management 2024, 8(3):5312-5324

Open Access Full Text Article

Research Article

Predicting stock price trends by machine learning of listed
companies on the Ho Chi Minh City Stock Exchange
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ABSTRACT

This research explores the potential of machine learning techniques to forecast stock price trends
of entities on the Ho Chi Minh City Stock Exchange, focusing on non-banking, insurance, and se-
curities sectors. The study spans seven years, from 2015 to 2022, scrutinizing historical stock data.
By implementing advanced machine learning algorithms like Support Vector Classification, Logis-
tic Regression, and Random Forest, the research aims to determine the most effective method for
accurate trend prediction. The findings are significant, revealing that the Random Forest algorithm
outperforms others, offering a balanced approach in precision and recall rates. This insight is cru-
cial for investors and financial analysts in making informed decisions, especially in the context of
a developing and dynamic market like Vietnam. The research underscores the power of machine
learning in financial forecasting, highlighting its potential to revolutionize investment strategies.
The study's conclusion emphasizes the importance of integrating machine learning tools, partic-
ularly Random Forest, in financial analysis and decision-making processes. This research not only
offers a practical tool for investors but also contributes significantly to the academic literature on
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INTRODUCTION

In the era of rising digital technology and the emer-
gence of artificial intelligence with connectivity, ad-
vanced analytical techniques, and automation, hu-
mans have endeavored to apply these technological
achievements to the fields of economics, finance, and
life in modern society. Among these, the most no-
table is the practical application of artificial intelli-
gence technology in general and the machine learn-
ing branch in particular in the field of financial in-
vestment. Specifically, learning and applying ma-
chine learning in artificial intelligence has become
one of the foundations for predictive tools and in-
vestment decision recommendation systems. How-
ever, because it is a potential market with thousands
of new investors wishing to participate, the fact that
these investors are inexperienced and may act on
emotion or follow crowd psychology can lead them
to make wrong decisions or lose their inherent trust
in a promising market. Accurate decisions are largely
based on fundamental and technical analysis skills,
providing useful information and logical, reliable, and
directed choices.

Researchers have highlighted the feasibility and effec-
tiveness of using a branch of artificial intelligence, in
this case, machine learning, combined with funda-

mental analysis of company indices on the stock ex-
change to analyze and assess potential price trends,
and to provide a basis for investors to make logi-
cal, observant, and risk-limited decisions ! . This in-
volves using various machine learning algorithms to
study and process historical data from many stock ex-
changes, showing great potential in making accurate
predictions or assisting in the analysis of fundamental
indices, making reinforced decisions based on these
factors. From both practical and theoretical perspec-
tives, the application of Machine Learning can replace
human factors in automating the “learning” process
and analyzing vast amounts of data with almost ab-
solute accuracy, while also minimizing mistakes that
can be made by humans. Unlike humans, machine
learning can thoroughly process information and data
regardless of size or scrutinize the smallest fluctua-
tions, factors that humans might inadvertently over-
look, to produce results that most accurately reflect
the intrinsic values of a company when combined
with fundamental analysis®.

The primary objective of this research is to explore
and validate the effectiveness of machine learning
techniques in predicting the price trends of listed
companies on the Ho Chi Minh City Stock Exchange.
This study aims to bridge the gap between advanced
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computational methods and practical financial in-
vestment strategies by leveraging the predictive power
of machine learning algorithms. The significance
of this research lies in its potential to enhance the
decision-making process for investors, particularly
those new to the market, by providing more accurate,
data-driven insights. By integrating machine learn-
ing with fundamental analysis of financial data, the
study seeks to offer a robust tool that can help in
mitigating investment risks and maximizing returns.
This approach is especially crucial in the context of
a rapidly evolving and increasingly complex financial
market, where traditional methods of analysis may fall
short. The research is set to contribute significantly
to the field of financial technology, offering a novel
perspective on how artificial intelligence can revolu-
tionize investment strategies and market analysis, ul-
timately democratizing access to sophisticated invest-
ment tools for a broader range of investors.

The research is organized into five chapters, beginning
with an “Introduction” that provides an overview of
Vietnam’s economic background and stock market,
along with the study’s objectives, scope, and meth-
ods.
ture Review” discussing machine learning and algo-
rithms like Random Forest, SVC, and Logistic Re-
gression, and reviews existing literature. “Method-

The second chapter delves into the “Litera-

ology,” the third chapter, describes the research pro-
cess, data collection, and variables used. The fourth
chapter presents the "Results & Discussion,” analyz-
ing the predictive model’s accuracy and precision. Fi-
nally, the "Conclusion and Recommendations” chap-
ter evaluates the model’s stability and suggests fu-
ture research directions and data enhancements. This
structure aims to comprehensively explore and vali-
date the application of machine learning in stock mar-
ket prediction.

LITERATURE REVIEW

Background theories

In this research, a comprehensive analysis of the
stock market dynamics and investor behavior, par-
ticularly within the Vietnamese context, necessitates
an integrated approach to financial theories. Behav-
ioral Finance Theory, the Efficient Market Hypothe-
sis (EMH), and Prospect Theory collectively offer a
multifaceted view of market behavior, each provid-
ing unique insights into investor decision-making and
market efficiency. Behavioral Finance delves into the
psychological aspects of financial decision-making,
highlighting how cognitive biases and emotional reac-
tions often drive investor behavior, leading to poten-
tial market inefficiencies’. This stands in contrast to

the principles of EMH, which assert that stock prices
efficiently reflect all available information, suggest-
ing that achieving returns above average market per-
formance is unlikely due to the market’s rational re-
sponse to information ®.

The juxtaposition of Behavioral Finance and EMH
presents a fundamental debate in financial theory:
do markets efficiently reflect rational valuation of in-
formation, as EMH suggests, or are they frequently
the result of irrational investor behaviors influenced
by psychological factors? This debate is further en-
riched by the incorporation of Prospect Theory®.
Prospect Theory posits that investors exhibit loss aver-
sion, where their responses to losses are more intense
than to equivalent gains. This concept provides a psy-
chological foundation for the deviations from ratio-
nal decision-making observed in Behavioral Finance
and challenges the EMH assumption of rational actors
in the market. The theory is particularly relevant in
explaining market phenomena such as overreactions
or underreactions to new information, which lead to
price movements deviating from fundamental values.
The application of these theories in empirical re-
search has often focused on market anomalies that
traditional financial models struggle to explain. For
instance, studies like those by Baker and Wur-
gler (2007)'° have utilized Behavioral Finance and
Prospect Theory to elucidate the impact of investor
sentiment on stock returns, offering explanations for
why stocks might be overvalued or undervalued in
specific scenarios. Similarly, EMH has been the sub-
ject of numerous studies testing its validity, especially
in emerging markets like Vietnam, where market effi-
ciency might differ from that in developed markets '!.
These studies underscore the complexity of market
dynamics and the multifaceted nature of investor be-
havior, which your research aims to unpack further.
In the Vietnamese stock market, these theories can be
instrumental in understanding its unique characteris-
tics and behaviors. Behavioral Finance can shed light
on how local investor biases and cultural factors influ-
ence market trends, while EMH offers a counterpoint
by suggesting the influence of global market informa-
tion and rational analysis on stock prices. Prospect
Theory adds a layer of understanding by examining
how Vietnamese investors might react differently to
gains and losses, potentially driving market volatility.
Through this lens, your research could explore spe-
cific phenomena such as the prevalence of herding be-
havior, the impact of news on stock prices, and dis-
crepancies between stock prices and underlying fun-
damental values. This integrative approach not only
contributes to academic discourse but also provides
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practical insights for investors and policymakers in
navigating the complexities of the Vietnamese stock
market.

Empirical research

The integration of machine learning in stock market
prediction represents a significant shift in financial
analysis. Machine learning techniques vary widely,
from traditional algorithms to advanced deep learn-
ing models. Patel et al. (2015) ' and Nabipour, Nayy-
eri, Jabani, Mosavi and Salwana (2020) 13 compared
machine learning models like Artificial Neural Net-
works (ANN), Support Vector Machines (SVM), Ran-
dom Forest, and Naive Bayes, using technical indica-
tors as model inputs. Their studies, focusing on accu-
racy metrics like RMSE and MAPE, suggest a nuanced
effectiveness of these models based on dataset charac-
teristics. Similarly, Vijh et al. (2020)° and Shen and
Shafiq (2020) 14 explored the effectiveness of SVM,
Random Forest, KNN, and Naive Bayes. Vijh et al.
(2020)° findings suggested Random Forest’s superior
performance for larger datasets, a finding echoed by
Shen and Shafiq (2020) 14 who noted a general pref-
erence for Random Forest in complex data scenar-
ios. On the other hand, Khoa and Huynh (2022)
[17] highlighted the exceptional accuracy (92.48%)
of SVM in predicting the VN30 index, underscoring
SVM’s robustness in certain market conditions.

In contrast, deep learning approaches, as explored by
Shen and Shafiq (2020) '* and Wang, Fan and Wang
(2021) '°, demonstrate the evolving landscape of ma-
chine learning in stock prediction. Shen and Shafiq
(2020) '* demonstrate comprehensive deep learning
system, which included extensive feature engineering,
outperformed traditional machine learning models,
indicating the potential of deep learning in handling
the complexities of stock market data. Wang, Fan
and Wang (2021) 1° also observed the superior per-
formance of deep learning methods over traditional
machine learning techniques like SVM and Random
Forest. Additionally, Ngoc Hai et al. (2020) !¢ exam-
ine different LSTM architectures for the Vietnamese
stock market revealed Bidirectional LSTM’s accuracy,
showcasing the effectiveness of specific deep learning
architectures in certain market contexts.

The previous studies collectively indicate a growing
preference for deep learning models, especially in
markets with large and complex datasets. However,
traditional machine learning models like Random
Forest and SVM continue to hold significance, partic-
ularly in specific market conditions or when analyzing
certain financial indices. The regional focus of these

studies, especially on emerging markets like Vietnam
and India, provides crucial insights. The studies by
Patel et al. (2015) 12, Vijh et al. (2020)°, Ngoc Hai et
al. (2020)'® and Khoa & Huynh, (2022) 7 illustrate
the varied effectiveness of machine learning models
in these markets, reflecting regional market idiosyn-
crasies. This regional specificity is crucial in under-
standing the global applicability of machine learning
in stock prediction.

Moreover, the application of machine learning in pre-
dicting specific sectors or indices, as seen in stud-
ies by Nabipour, Nayyeri, Jabani, Shahab and Mosavi
(2020)* and Khiem et al. (2021) '8, demonstrates the
versatility of machine learning models. These stud-
ies indicate the potential of machine learning in di-
verse market segments, from petroleum and metals
to Vietnamese shrimp prices. The integration of fi-
nancial news in models by Huynh, Dang and Duong
(2017)1 and Le Hong et al. (2022)%° for predicting
the VN30 Index, further illustrates the innovative use
of non-traditional data in enhancing model accuracy.
These studies highlight the dynamic evolution of ma-
chine learning in stock market prediction, with a
gradual shift from traditional algorithms to more
complex deep learning models. The effectiveness of
these models varies based on dataset characteristics,
market conditions, and regional specificities. The in-
tegration of diverse data types, including financial
news, indicates a broader trend towards comprehen-
While deep
learning shows promising results, traditional machine

sive, multi-faceted predictive models.

learning models remain relevant in certain contexts.
Future research could benefit from exploring the inte-
gration of macroeconomic factors and global market
trends, potentially enhancing the predictive accuracy
and robustness of these models in the volatile domain
of stock market prediction.

METHODOLOGY
Data

The research employed a comprehensive dataset en-
compassing the period from 2015 to 2022, focusing
on the historical closing price data of 364 companies.
These companies, excluding those from the Banking,
Insurance, and Securities sectors, are listed on the Ho
Chi Minh City Stock Exchange (HOSE). The dataset,
which comprises 2799 observations, was derived from
Refinitiv, a provider of secondary data sources. It in-
cludes 19 variables categorized into five groups based
on financial indices extracted from quarterly financial
reports over several years.

The study’s target variable is based on the closing stock
prices, defined by two conditions: a stock is labeled
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as 1 (indicating an upward trend) if the closing price
at time t+1 is greater than the closing price at time t.
Conversely, a stock is labeled as 0 (indicating a stag-
nant or downward trend) if the closing price at time
t+1 is less than or equal to the closing price at time t.
This approach to labeling provides a clear framework
for the study’s predictive modeling, aiming to forecast
stock price movements, a critical factor for investors’
decision-making processes.

Input Variables for Machine learning Algo-
rithms

This research draws on the foundational work of three
key studies in the field. The first, conducted by Chris-
tian S. in 2015, explored the impact of valuation in-
dices on stock price changes for retail companies on
the Indonesian stock exchange. The study introduced
and employed variables such as the Price-to-Earnings
(P/E) ratio, Dividend Yield (D/Y), Earnings Per Share
(EPS), and Book to Market ratio.
were posited to have a relationship with stock returns.

These variables

Employing various statistical tests like the Park Test,
Run Test, Multicollinearity Test, and Kolmogorov-
Smirnov (K-S) Test, and incorporating data transfor-
mations, Christian S. suggested that other variables,
including firm size and cash flow, might also influence
stock outcomes. The research highlighted the signif-
icant roles of D/Y, P/E, and the Book to Market ratio
in predicting stock consequences. However, it also ac-
knowledged limitations due to the constrained num-
ber of input indices used. This limitation contributed
to the less effective and less reliable outcomes of the
R square value. The study’s scope was further lim-
ited by its sample size and the fact that it relied on
data from 2011 to 2013. Consequently, it proposed in-
corporating additional potential variables such as net
profit margin, return on equity, total assets turnover
(TATO), and market to book ratio, as well as firm size
and cash flow, in future research based on more recent
data.

The second study, conducted by Naknok (2022)2!,
investigated the operational efficiency of 100 Thai
companies during the 2016 - 2020 period, which in-
cluded the onset of the COVID-19 pandemic. This re-
search utilized key indicators like total assets turnover
(TATO), P/E ratio, Book to Market (B/M) ratio, inter-
est coverage ratio (INTE ratio), and firm size (SIZE) to
calculate corporate efficiency. The data reflected the
quality of the businesses, with dependent variables in-
cluding EPS and Return on Equity (ROE). Both stud-
ies collectively contribute to a comprehensive under-
standing of the factors influencing stock performance

and corporate efficiency, providing a robust founda-
tion for further empirical analysis in this field.
Finally, the research conducted by Dimitrantzou, Pso-
mas and Vouzas (2023)22 on fundamental analysis
techniques in the Food and Beverage (F&B) sector
significantly contributes to the existing body of work,
particularly in the use of financial indices to under-
stand their impact on stock prices. The authors em-
ployed and validated several key financial metrics in-
cluding Debt to Equity ratio (D/E), Return on Asset
(ROA), Current Ratio (CR), Price to Earnings (P/E)
ratio, and Total Asset Turnover (TATO), to establish
their relationship with stock price fluctuations.
Building upon the insights and methodologies of pre-
vious studies, the authors have developed a com-
prehensive table of financial indices categorized into
groups of financial ratios, serving as key input coef-
ficients. This innovative approach involved expand-
ing the scope of their research to include a total of 19
financial indices including: (i) Cash, (ii) Cash from
operating activity, (iii) Cash from Investing Activ-
ities, (iv) Cash from Financing Activities (v) Asset
Turnover, (vi) Current Liabilities, (vii) Current Asset,
(viii) Total Asset, (ix) Total Liabilities, (x) EPS, (xi)
DJE, (xii) ROA, (xiii) Net Margin, (xiv) Revenue, (xv)
Net Profit, (xvi) Current Ratio, (xvii) P/E, (xviii) P/B,
(xix) Book Value Per Share, align with the research of
as Table 1.

This expansion not only provides a broader data set
but also equips machine learning algorithms with the
necessary information to operate with higher effi-
ciency and acceptable accuracy levels. The incorpo-
ration of these indices is a testament to the evolving
nature of financial research and highlights the impor-
tance of a detailed and multi-faceted approach in un-
derstanding stock market dynamics.

Algorithm specifications

The selection of machine learning algorithms, namely
Support Vector Classification (SVC), Logistic Regres-
sion, and Random Forest, in this research is driven by
their specific strengths and applicability in the context
of the research topic. Each of these algorithms offers
distinct advantages that align with the research objec-
tives.

Support Vector Classification (SVC) is a powerful ma-
chine learning algorithm used for binary classification
tasks>*. It works by finding the optimal hyperplane
that best separates data points into distinct classes. In
the context of our research on stock market trend pre-
diction, SVC is particularly suitable due to its capac-
ity to discern intricate boundaries between upward
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Table 1: Input Variables for Machine Leaning Algorithms

Milosevic (2016)%°, Amel-Zadeh et al.

References

(2020) %%, Rouf et al.

(2021) 2°, Hu, Zhao and Khushi (2021) 2, Kotios et al. (2022) 27

Baranes and Palas (2019) 28

Milosevic (2016)%3, Huang (2019)?°, Huang, Capretz and Ho
(2021)2

Milosevic (2016) 23, Prasad et al. (2022)*°

Milosevic (2016) >3, Yang, Liu and Wu (2018)°3!, Jones, Moser, &

Wieland, (2020) 32

Milosevic (2016)%3, Torres P et al. (2019)3%, Baranes and Palas

(2019)%8

No. Variables

1 Cash

2 Cash from operating activity
3 Cash from Investing Activities
A Cash from Financing Activities
5 Asset Turnover

6 Current Liabilities

7 Current Asset

8 Total Asset

9 Total Liabilities

10 Earning Per Share

11 D/E

12 ROA

13 Net Margin

14 Revenue

15 Net Profit

16 Current Ratio

177 P/E

18 P/B

19 Book Value Per Share

Source: Author

and downward market trends>. Empirical research
by Kim et al. (2020) supports the efficacy of SVC in
financial forecasting>®. They applied SVC to predict
stock price movement, emphasizing its ability to han-
dle nonlinear relationships in financial data and out-
perform other traditional methods.

Logistic Regression is a fundamental and inter-
pretable algorithm used primarily for binary classifi-
cation tasks. It models the probability of an event oc-
currence based on a set of input variables. In our re-
search, Logistic Regression provides a baseline model
for understanding the relationship between financial
indicators and stock market trends®’. Empirical re-
search by Pahwa et al. (2017) demonstrates the ap-
plication of Logistic Regression in predicting stock
price movements 8. Their study found that Logistic
Regression can effectively capture the probabilities of
stock price increases, providing valuable insights for

investment decisions.

Random Forest is an ensemble learning algorithm
that combines multiple decision trees to improve pre-
dictive accuracy and handle complex relationships in

data®.

to capture the intricate interactions among various

In our research, Random Forest is applied

financial indicators that may influence stock market
trends. Its ability to reduce overfitting and provide
robust predictions makes it a valuable tool for com-
prehensive financial analysis. Empirical research by
Breiman (2001) [6] and Liaw and Wiener (2002)4°
highlights the effectiveness of Random Forest in han-

dling large datasets and complex feature interactions.

RESULTS & DISCUSSION
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Descriptive Analysis

As Figure 1, the analysis reveals that certain pairs
of financial metrics, such as Cash” with “Revenue,’
”Cash” with "Current Asset,” and “Cash” with ”To-
tal Asset, exhibit a high positive correlation, indi-
cated by correlation values approaching 1. This sug-
gests a proportional relationship, where an increase
in one variable is likely mirrored by an increase in
the other. Conversely, the variable pair "Earnings
Per Share (EPS)” and "Price to Earnings (P/E) Ratio”
display a negative correlation, specifically -0.110540.
This indicates an inverse relationship, where an in-
crease in EPS, which signifies higher earnings per
share, tends to result in a decrease in the P/E ratio,
suggesting the stock may be undervalued or earnings
are on the rise relative to the share price.

Variables such as "Net Profit” and "Total Liabilities”
present a correlation value near zero, denoting a lack
of linear relationship between the two, suggesting that
the net profit of a company is not directly affected
by its total liabilities within the observed data set.
Furthermore, the heatmap provides insights into the
correlations between financial indicators like “Cash,”
”Revenue,” ”Net Profit,; "Current Asset,” ”Total As-
set,” “Total Liabilities,” “Current Liabilities,” “EPS;”
and "BVPS” (Book Value Per Share), along with the
”P/E” Ratio. These correlations reflect the interde-
pendencies between these financial metrics. Lastly,
the heatmap depicts the relationships between finan-
cial metrics and business operations, evident from
the correlation values between “Cash from Operat-
ing Activities, Cumulative,” "Cash from Investing Ac-
tivities, Cumulative,” and ”Cash from Financing Ac-
tivities, Cumulative” with other financial indicators.
These correlations are crucial as they highlight the im-
pact of business activities on the financial health of the
company.

Algorithm Performance Evaluation

Table 2 describes the comparison of machine learning
algorithms for classification tasks, the performance
metrics of three widely used classifiers were evaluated:
Support Vector Classifier (SVC), Logistic Regression,
and Random Forest. These classifiers were assessed
based on accuracy, F1 score, precision, and recall—
metrics that are pivotal in understanding the classi-
fiers’ performance nuances. The Support Vector Clas-
sifier (SVC) achieved the highest overall accuracy at
59.1%, indicative of its robust generalization capabil-
ities in classifying instances correctly. However, its
F1 score of 0.572, while respectable, was not the high-
est observed, reflecting a potential compromise in the

balance between precision and recall. Notably, the
SVC’s precision of 0.551 was the lowest among the
classifiers, suggesting a propensity to classify negative
instances as positive.

Contrastingly, Logistic Regression, with an accuracy
slightly trailing at 58.1%, demonstrated superior recall
at 70.8%. This high recall rate underscores the model’s
strength in identifying most positive instances, a de-
sirable feature in domains were failing to detect pos-
itives is critically disadvantageous. However, this
comes at the cost of precision, which at 0.533 is the
lowest amongst the models, implying that while it
captures most positives, it also incurs a higher rate
of false positives. The Random Forest classifier pre-
sented a balanced but middling performance with
nearly identical precision and recall scores (0.543 and
0.551, respectively). While its accuracy is comparable
to that of Logistic Regression, its F1 score of 0.547 is
the lowest, suggesting an overall weaker performance
in terms of precision-recall balance.

From a comparative perspective, the choice of algo-
rithm seems to be a function of the specific require-
ments of the classification task at hand. If overall ac-
curacy is the criterion of paramount importance, the
SVC emerges as the leading choice. Conversely, for
applications where the cost of missing a positive is
substantial, Logistic Regression would be preferred
despite its lower precision. Random Forest, with its
equitable precision and recall, could be considered
when a balance between type I and type II errors is
essential. These insights highlight the intrinsic trade-
offs that practitioners must navigate when selecting a
machine learning algorithm for predictive modeling
in various domains of application.

For more detail, Table 3 shows the classification re-
port for the Support Vector Classifier (SVC) shows
moderately balanced performance metrics. Preci-
sion is higher for the "Decrease/Unchanged (0)” cat-
egory at 0.61, suggesting better accuracy in predict-
ing non-increases, while the Increase (1)” category
has a lower precision of 0.53, indicating more false
positives in predictions of increases. The recall rates
are similar for both categories, hovering around the
mid-50s in percentage terms, which points to a mod-
erate ability to identify true positives. The overall ac-
curacy stands at 0.57, indicating that the model cor-
rectly predicts 57% of the outcomes. The Macro and
Weighted Averages are identical at 0.57 across preci-
sion, recall, and F1-Score, showing that the model’s
performance is consistent across classes, and there’s
no significant bias introduced by class imbalance. The
F1-Scores for both classes are also similar, suggesting
a balanced trade-off between precision and recall, but
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Figure 1: Variables correlation (Source: by author’s calculation)
Table 2: Algorithm Performance Evaluation
Algorithm accuracy f1 precision recall
SvC 0.591 0.572 0.551 0.594
Logistic Regression 0.581 0.609 0.533 0.708
Random Forest 0.580 0.547 0.543 0.551
Source: by author’s calculations
Table 3: Classification report for SVC
Precision Recall F1-Score Support
Decrease /unchanged (0) 0.61 0.57 0.59 1512
Increase (1) 0.53 0.58 0.56 1287
Accuracy 0.57 2799
Macro Avg 0.57 0.57 0.57 2799
Weighted Avg 0.58 0.57 0.57 2799

Source: by author’s calculations
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they also indicate that there is room for improvement
in the model’s predictive accuracy.

Next, Table 4 states the classification report for
Logistic Regression presents a nuanced perfor-
mance when compared with the SVC. For the
"Decrease/Unchanged (0)” category, Logistic Regres-
sion shows higher precision than the SVC (0.64 vs.
0.61) but a lower recall (0.50 vs. 0.57), indicating
it is more selective but less sensitive in predicting
non-increases. For the Increase (1)” category, it has
a similar precision to the SVC (0.54 vs. 0.53) but a
notably higher recall (0.68 vs. 0.58), suggesting it is
better at identifying true increases.

The overall accuracy for Logistic Regression is
marginally higher at 0.59 compared to the SVC’s 0.57.
The Macro and Weighted Averages for Logistic Re-
gression are slightly higher than those of the SVC, re-
flecting a small overall improvement in performance
across the classes. The F1-Scores also show a similar
pattern, with the score for "Increase (1)” being notably
better in Logistic Regression (0.60 vs. 0.56), while
the score for "Decrease/Unchanged (0)” is marginally
lower (0.56 vs. 0.59). In summary, Logistic Regres-
sion appears to be more accurate and balanced over-
all compared to the SVC, with strengths in identifying
increases.

Finally, Table 5 shows the classification report for
Random Forest indicates an improvement over both
SVC and Logistic Regression. It demonstrates higher
precision and recall for the "Decrease/Unchanged (0)”
category compared to both previous models, with a
precision of 0.64 (equal to Logistic Regression and
higher than SVC’s 0.61) and a recall of 0.61 (higher
than both SVC’s 0.57 and Logistic Regression’s 0.50).
For the ”Increase (1)” category, Random Forest shows
a slight improvement in precision over SVC and Lo-
gistic Regression and a comparable recall to SVC.
The overall accuracy of Random Forest is the high-
est at 0.60, slightly better than Logistic Regression’s
0.59 and notably better than SVC’s 0.57. Both the
Macro and Weighted Averages for Random Forest are
uniformly 0.60, indicating a consistent performance
across the board and surpassing the averages for SVC
and Logistic Regression. In essence, Random Forest
outperforms the other two models in accuracy and
maintains a balanced precision-recall across classes,
showing it to be the most effective model among the
three based on these metrics.

The empirical results indicate that all three models
perform stably in constructing predictive outcomes
for each category. With an accuracy of 60%, the
highest among the three models, Random Forest re-
mains the most effective and suitable algorithm for

classification tasks. However, in the case of the au-
thor’s dataset, the results are lower than the previ-
ous study where the predictive outcomes of the model
were above 70%. The limitations within the scope of
the study, the characteristics of the market in Viet-
nam, and a smaller scale might lead to these differ-
ences in results. When trading based on the Random
Forest model, if investors avoid stocks that decrease
or do not increase over the next three months com-
bined with market research and the predicted increase
in business operations, the outcomes remain promis-
ing for investors to trade based on their own risk tol-
erance and profit-seeking.

CONCLUSION & RECOMMENDATION

Conclusion

In conclusion, this research highlights the nuanced
performance of machine learning algorithms in pre-
dicting stock price trends. The Random Forest algo-
rithm emerged as the most effective, demonstrating
a superior balance in precision and recall. This find-
ing is particularly insightful given the complex nature
of the Vietnamese stock market. The study’s results,
contrasting with the lower precision yet higher recall
of Logistic Regression and the modest performance of
Support Vector Classifier, underscore the importance
of choosing the right algorithm based on specific mar-
ket characteristics and data qualities.

The effectiveness of the Random Forest algorithm
in your study, particularly for predicting stock price
trends, lies in its ability to manage complex, non-
Its bal-
anced approach to classification helps navigate the

linear data typical of the stock market.

intricacies of financial data, making it a robust tool
for capturing the dynamic and often unpredictable
movements in stock prices. This suitability for han-
dling multifaceted financial datasets highlights Ran-
dom Forest as a highly applicable model for stock
market analysis, especially in markets with intricate
patterns and volatility like those in Vietnam.

Th conclusion of this study in Vietnam’s stock mar-
(2015) 12 and Vijh et
al.  (2020)°, emphasizing machine learning’s var-

ket aligns with Patel et al.

ied effectiveness based on data characteristics. How-
ever, your focus on a traditional model contrast with
the trend towards deep learning in complex datasets
highlighted by Shen and Shafiq (2020) !4 and Wang,
Fan, and Wang (2021) '°. Your research reinforces the
relevance of context-specific model selection, show-
casing Random Forest’s robustness in markets like
Vietnam, despite the global shift towards advanced
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Table 4: Classification report for Logistic Regression

Precision Recall F1-Score Support
Decrease /unchanged (0) 0.64 0.5 0.56 1512
Increase (1) 0.54 0.68 0.6 1287
Accuracy 0.59 2799
Macro Avg 0.59 0.59 0.58 2799
Weighted Avg 0.6 0.59 0.58 2799
Source: by author’s calculations
Table 5: Classification report for Random Forest
Precision Recall F1-Score Support
Decrease /unchanged (0) 0.64 0.61 0.62 1512
Increase (1) 0.56 0.59 0.58 1287
Accuracy 0.6 2799
Macro Avg 0.6 0.6 0.6 2799
Weighted Avg 0.6 0.6 0.6 2799

Source: by author’s calculations

deep learning models. Also, this conclusion in-
tertwines the empirical findings with the theoreti-
cal backdrop of Behavioral Finance and the Efficient
Market Hypothesis. It suggests that while advanced
machine learning techniques like Random Forest, as
shown in your research, offer robust predictions in
certain market contexts like Vietnam, these tools also
bring a new dimension to the classic debate between
rational market behavior and behavioral influences.
This highlights the ongoing evolution and complex-
ity of financial markets, where both traditional mod-
els and emerging machine learning techniques are es-
sential to capture the full spectrum of market dynam-
ics.

Recommendation

Investors should recognize that machine learning, es-
pecially Random Forest, has the potential to rev-
olutionize their stock market analysis in emerging
markets such as Vietnam. By harnessing the power
of these advanced algorithms, investors can unlock
deeper insights into market trends, helping them
make data-driven decisions that account for complex
variables. Moreover, the synergy between diversifi-
cation strategies and technological advancements in
financial analysis can create a comprehensive invest-
ment approach that balances risk and returns while
staying adaptable in an ever-evolving financial land-
scape. Furthermore, the dynamic nature of emerging
markets demands adaptability, and machine learning

models offer the flexibility to adjust investment strate-
gies rapidly based on evolving market conditions. By
integrating these models, investors can gain a com-
petitive edge and navigate the intricate landscape of
emerging markets with greater precision, potentially
yielding more successful investment outcomes.

The findings suggest that managers in financial insti-
tutions should incorporate machine learning insights
into their investment and risk assessment strategies.
Understanding the strengths of different algorithms,
like the effectiveness of Random Forest in specific
market conditions, can aid in better portfolio man-
agement and decision-making processes. Regular
training and updates on the latest financial technolo-
gies and machine learning applications could also be
beneficial. With the exponential growth of financial
data, machine learning provides a scalable and efhi-
cient way to analyze vast datasets, identify trends, and
generate actionable insights. This can significantly
improve the speed and accuracy of decision-making,
enabling financial institutions to adapt swiftly to mar-
ket shifts and customer preferences. Moreover, the
ability of machine learning to detect subtle patterns
and anomalies enhances risk assessment, allowing for
more proactive risk mitigation strategies. In essence,
the integration of machine learning is not just a tech-
nological advancement but a strategic imperative for
financial managers looking to remain competitive and
resilient in a rapidly evolving industry.
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Financial institutions can harness these insights to
gain a deeper understanding of market dynamics and
enhance their risk assessment and investment strate-
gies. The proficiency of machine learning models in
forecasting market trends can lead to more informed
decision-making within these institutions, particu-
larly in the context of emerging and volatile mar-
kets. Furthermore, promoting an environment that
encourages innovation in financial technologies while
upholding market stability and investor protection
is paramount. Regulators can play a pivotal role in
achieving this balance by leveraging machine learn-
ing insights to inform their regulatory policies and
surveillance mechanisms.

The research, while providing valuable insights, does
have certain limitations that should be acknowledged.
One notable limitation pertains to the scope of the
data used. The analysis heavily relies on histori-
cal data, which might not fully capture the nuances
of rapidly changing market conditions, especially in
emerging markets. Moreover, the effectiveness of ma-
chine learning algorithms, such as Random Forest,
can be influenced by the quality and completeness of
the data available. Inaccurate or incomplete data may
lead to suboptimal results. Additionally, the research
primarily focuses on the application of specific algo-
rithms and may not account for the evolving land-
scape of machine learning techniques. As the field
of machine learning continues to advance, newer al-
gorithms may outperform those discussed in this re-
search. Therefore, the findings should be interpreted
within the context of these data and algorithmic lim-
itations to ensure a comprehensive understanding of
the research’s scope and implications.

This research, while providing valuable insights, does
have certain limitations that should be acknowledged.
One notable limitation pertains to the scope of the
data used. The analysis heavily relies on histori-
cal data, which might not fully capture the nuances
of rapidly changing market conditions, especially in
emerging markets. To address this limitation, future
research could incorporate real-time data sources and
sentiment analysis to provide a more dynamic and
up-to-date perspective on market trends. Moreover,
the effectiveness of machine learning algorithms, such
as Random Forest, can be influenced by the quality
and completeness of the data available. Inaccurate
or incomplete data may lead to suboptimal results.
To mitigate this limitation, researchers can explore
data cleansing and augmentation techniques, ensur-
ing that the input data is as accurate and comprehen-
sive as possible.

Additionally, the research primarily focuses on the ap-
plication of specific algorithms and may not account
for the evolving landscape of machine learning tech-
niques. As the field of machine learning continues
to advance, newer algorithms may outperform those
discussed in this research. Future studies could ex-
plore a broader range of machine learning models
and their applications in financial analysis to ensure
a comprehensive understanding of the evolving land-
scape.

In conclusion, while acknowledging these limitations,
this research provides a strong foundation for further
exploration. Future research endeavors should aim to
overcome these constraints, incorporating real-time
data, improving data quality, and exploring a wider
array of machine learning algorithms. This approach
will not only enhance the robustness of financial anal-
ysis but also contribute to a more comprehensive un-
derstanding of the dynamic nature of the financial
markets and the evolving role of machine learning
within them.
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Ung dung may hoc trong du doan xu huéng gia chiing khoan cia
cac doanh nghiép niém yét trén S& giao dich chiing khoan Thanh
phé Hb Chi Minh

Phan Huy Tam'?"*, Doan Thi Ngoc Diéu'?

TOM TAT

Nghién ctu nay danh gia hiéu sudt clia cac thuat todn may hoc trong viéc du bdo xu hudng gia
¢6 phiéu clia cac doanh nghiép niém yét trén Sé Giao dich Ching khoan Thanh phé HE Chi Minh,
tap trung vao cac nganh ngoai ngan hang, bao hiém va chiing khoan. D liéu nghién cdu tir ndm
2015 dén nam 2022, bao gobm dir liéu lich str gia c8 phiéu va cac chi s tai chinh ca ban ctia doanh
nghiép. Bang cach dp dung cac thuat toan may hoc phd bién nhu Phan loai Vector HO trg, Hoi quy
Logistic va Rling Ngdu nhién, nghién ctiu nay danh gia va xem xét thuat toan hiéu qua nhat cho du
doan xu hudéng chinh xac. Két qua cho thdy thuat toan Riing Ngdu nhién vugt troi hon cac thuat
toan khac, mang lai mét cach tiép can can bang gitta d6 chinh xac va ty 1& bo sét. Phat hién nay rét
hitu ich d6i véi cac nha dau tu va cdc nha phan tich tai chinh trong viéc dua ra quyét dinh tai chinh
va dau tu, ddc biét [a trong béi canh mot thi trudng dang phét trién va nang déng nhu Viét Nam.
Nghién cttu nhdn manh stic manh ctia may hoc trong dy bao tai chinh, lam néi bat tiém ndng clia
no trong viéc cach mang hoa chién lugc dau tu. Két luan clia nghién ctu lam ré tam quan trong
cla viéc tich hgp cac cong cu may hoc, dac biét la Ring Ngau nhién, trong phan tich tai chinh va
qua trinh ra quyét dinh. Nghién ctu nay khong chi cung cdp mét cong cu thuc té cho cac nha
dau tu ma con déng gop dang ké vao tai liéu hoc thuat vé du doén thi trudng tai chinh bang céc
phuong phép luan may hoc.

Tur khoa: du bdo xu hudng cd phiéu, may hoc, chi sé tai chinh

"Trudéng Dai hoc Kinh té - Lugt, TP H6
Chi Minh, Viét Nam.

’Dai hoc Quéc gia Thanh phé H6 Chi
Minh, TP H6 Chi Minh, Viét Nam.
Lién hé

Phan Huy Tam, Truong Dai hoc Kinh té -
Luat, TP HO Chi Minh, Viét Nam.
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H6 Chi Minh, Viét Nam.
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