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ABSTRACT

This study employs the K-means clustering algorithm to develop a corporate credit rating frame-
work tailored to the Vietnamese market. By analyzing financial data from 568 non-financial firms
listed on the Ho Chi Minh City Stock Exchange and the Hanoi Stock Exchange between 2019 and
2023, the research identifies vital financial indicators, including financial health ratios, management
efficiency ratios, growth ratios, and dividend payout ratios. The K-means clustering model effec-
tively categorizes these companies into six distinct clusters, each representing different levels of
financial performance and credit risk. The clusters range from A+ (very low credit risk) to C (very
high credit risk), providing a clear differentiation based on financial stability and operational effi-
ciency. This systematic approach offers valuable insights for investors, managers, and government
agencies, enhancing their ability to make informed decisions. Despite some limitations, such as
reliance on historical data and sensitivity to initial cluster centroids, the K-means clustering model
proves to be a robust starting point for assessing the creditworthiness of companies. This research
contributes to the growing body of literature on machine learning applications in credit rating by
demonstrating the superiority of clustering algorithms over traditional methods. It highlights how
financial health and management efficiency indicators can be integrated into a data-driven frame-
work to enhance credit risk assessment. The results suggest that the K-means clustering approach
improves the accuracy of credit ratings and promotes transparency and efficiency in the financial
market. Furthermore, the proposed framework can be a foundation for developing more sophisti-
cated models, incorporating additional financial and non-financial variables. Future research could
expand on this by integrating real-time data and exploring the impact of external economic fac-
tors on credit risk. By leveraging advanced machine learning techniques, this study paves the way
for more reliable and comprehensive credit rating systems, ultimately supporting the stability and

growth of financial markets in emerging economies like Vietnam.
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INTRODUCTION

In today’s fiercely competitive market, all enterprises
must utilize their resources efficiently. Companies
with high financial leverage ratios often mobilize
short-term capital through credit!. Some surveys
also indicate that most businesses utilize credit?. In
the banking sector, efficiency and productivity can be
measured by the profits from loans extended to cus-
tomers. As a result, the credit rating process, used
to measure credit risk, has become an important is-

3. With accurate business credit

sue in recent years
ratings, investors and financial institutions can make
better investment and lending decisions. Addition-
ally, credit ratings serve as a reference channel, in-
creasing transparency in the market. Current credit
rating methods and indicators often rely on financial
statements and credit information of businesses*. The
evaluation mainly focuses on borrowing situations,

operational efficiency, debt collection ability, and as-

set utilization efficiency. Globally, credit ratings are
usually performed by large and well-established credit
rating agencies such as Standard & Poor’s (S&P),
Moody’s, and Fitch Group. In Vietnam, many banks
have developed and implemented their own internal
credit scoring systems tailored to their specific needs
and criteria. The Credit Information Centre (CIC)
under the State Bank of Vietnam is a notable entity
that provides credit information for customers who
have borrowed from the commercial banking sys-
tem. However, it does not perform business credit
ratings. These internal systems and thallowsormation
from CIC allow banks to better manage and assess the
credit risk of their clients. Although domestic credit
ratings have been implemented, they still face limita-
tions in terms of data and tools, so only a few units
perform this activity professionally and publicly. In
academics, few published research works related to
domestic business credit ratings have been published.
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Moreover, the increasing risks in lending highlight
the necessity for robust corporate credit ratings. Cur-
rently, most credit ratings are conducted internally
by commercial banks, which means that external in-
vestors do not have access to comprehensive credit in-
formation. This lack of transparency can lead to unin-
formed investment decisions and increased financial
instability. Therefore, establishing a standardized and
publicly accessible credit rating system is crucial for
providing investors with the information they need to
make well-informed decisions, ultimately promoting
a more stable and transparent financial market.

Thus, business credit ratings in Vietnam are a fasci-
nating and practical topic in the financial field. Re-
search on this subject will help us better understand
the credit rating process, the factors affecting this pro-
cess, and the methods for evaluating business credit
rankings. Futhermore, with a reasonable credit rat-
ing basis, financial institutions can make decisions on
granting loans or raising credit limits for businesses,
and investors can gain a broader perspective on busi-
nesses’ financial stability, enabling them to make in-
formed investment decisions.

Currently, most business credit risk ratings are con-
ducted by experts, but this method is not immune
to human risks and disagreements among experts.
Therefore, applying machine learning to the business
credit rating process can help reduce workload, min-
imize disagreements and human risks, and increase
evaluation accuracy. Through machine learning al-
gorithms, we can perform calculations of financial
indicators for thousands of businesses and visualize
analyses automatically and quickly. In the long run,
by combining theoretical foundations with compu-
tational power, financial institutions with clear data
structures and fast information updates will be able to
proactively assess business credit ratings in real time.
The objective of this research is to develop a corpo-
rate credit rating framework specifically tailored for
the Vietnamese market, utilizing the K-means clus-
tering algorithm. This framework leverages data from
the financial statements of non-financial firms listed
on the Ho Chi Minh City Stock Exchange and the
Hanoi Stock Exchange from 2019 to 2023. By ana-
lyzing key financial indicators such as financial health
ratios, management eﬂiciency ratios, growth ratios,
and dividend payout ratios, the framework aims to
categorize companies into distinct clusters that re-
flect their credit risk levels. This systematic and data-
driven approach will provide investors, lenders, and
other stakeholders with a clearer understanding of

these companies’ creditworthiness and financial sta-
bility, thereby promoting more informed decision-
making and contributing to a more transparent and

efficient financial market.

LITERATURE REVIEW

Background theories

Credit rating through clustering is an innovative ap-
proach that combines both financial theories and ma-
chine learning techniques to assess the creditworthi-
ness of businesses. The foundational financial theo-
ries related to this topic include the Modigliani-Miller
theorem, the Trade-off theory, and the Pecking Or-
der theory. These theories focus on firms’ capital
structure, the implications of their financing choices
on overall credit risk, and the foundation of machine

learning and clustering algorithms >°.

Modigliani-Miller Theory

The Modigliani-Miller (M-M) theorem, proposed by
Franco Modigliani and Merton Miller in 1958, is an
influential financial theory that lays the groundwork
for understanding the relationship between a firm’s
capital structure and its credit risk. The M-M theorem
posits that a firm’s value is independent of its capital
structure under certain assumptions such as no taxes,
no bankruptcy costs, and perfect capital markets®. In
other words, the choice between debt and equity fi-
nancing does not impact a firm’s overall value.

In the context of the research topic on credit rating
by clustering, the Modigliani-Miller theorem is cru-
cial in establishing the fundamental principles of cap-
ital structure and financing choices. Despite the the-
orem’s assumptions not holding in the real world, it
still provides a theoretical foundation that helps re-
searchers and practitioners understand how different
financing choices may affect a firm’s credit risk. Re-
searchers can identify relevant financial ratios and in-
dicators that reflect a company’s credit risk by examin-
ing the deviations from the M-M theorem’s assump-
tions, such as the presence of taxes and bankruptcy
costs. For example, higher leverage ratios, which
represent the proportion of debt in a firms capi-
tal structure, may indicate a higher credit risk due
to the increased likelihood of financial distress and
bankruptcy. These financial ratios can then be used as
input features for clustering algorithms, which group
companies with similar financial profiles and credit

risk characteristics’.
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Trade-off theory

The Trade-off theory is a significant financial con-
cept relevant to the research topic of clustering-based
credit rating. This theory posits that companies strive
to find an optimal balance between the advantages
and disadvantages of debt financing to minimize their
overall capital costs®. Debt financing’s primary bene-
fit stems from tax shields gained through interest pay-
ments, while the costs are associated with a height-
ened risk of financial distress and bankruptcy result-
ing from increased leverage.

In relation to credit rating through clustering, the
Trade-off theory aids in pinpointing essential finan-
cial ratios and indicators that signify a company’s
credit risk. For example, a business with elevated
leverage ratios may be more vulnerable to financial
distress, while one with lower leverage ratios might
possess a more stable capital structure and, conse-
quently, reduced credit risk. Furthermore, the the-
ory implies that companies with greater profitability
and diminished bankruptcy risk will likely have supe-
rior credit ratings, as they can accommodate higher
debt levels. By leveraging the insights offered by the
Trade-off theory, researchers can select pertinent fi-
nancial ratios, such as those about leverage, liquid-
ity, and profitability, as input variables for clustering
algorithms. Subsequently, these algorithms, includ-
ing hierarchical clustering, k-means clustering, and
density-based clustering, can be employed to catego-
rize companies based on similar financial characteris-
tics and credit risk profiles”.

Pecking Order theory

The Pecking Order theory is another crucial finan-
cial concept relevant to the research topic of credit
rating using clustering methods. This theory posits
that firms prioritize their financing sources based on
the information asymmetry and costs associated with
each option, preferring internal financing first, fol-
lowed by debt, and finally equity financing®. The ra-
tionale behind this order is that internal financing
minimizes asymmetric information problems, while
equity financing is considered the most expensive due
to the adverse selection issue arising from informa-
tion asymmetry.

In clustering-based credit rating, the Pecking Order
theory helps identify vital financial ratios and indi-
cators that reflect a company’s credit risk. For in-
stance, a firm that relies heavily on debt financing,
as opposed to equity financing, may have a higher
credit risk due to the potential for financial distress.
On the other hand, companies with a greater reliance

on internal financing and lower debt levels might ex-
hibit lower credit risk. By incorporating the insights
derived from the Pecking Order theory, researchers
can choose relevant financial ratios, such as lever-
age, liquidity, and profitability ratios, as input features
for clustering algorithms. These algorithms, includ-
ing hierarchical clustering, k-means clustering, and
density-based clustering, can then be utilized to group
companies with similar financial characteristics and
credit risk profiles '°.

In the context of credit rating by clustering, finan-
cial theories, such as the Modigliani-Miller theorem,
Trade-off theory, and Pecking Order theory, can be
employed to identify relevant financial ratios and in-
dicators that reflect a company’s credit risk. Key fi-
nancial ratios include leverage ratios (e.g., debt-to-
equity and debt-to-assets), liquidity ratios (e.g., cur-
rent and quick ratios), profitability ratios (e.g., return
on assets and return on equity), and efficiency ra-
tios (e.g., asset turnover and inventory turnover) 1,
These financial ratios and indicators serve as the basis
for clustering algorithms, which analyze patterns in
large datasets to group companies with similar finan-
cial profiles and credit risk characteristics. Machine
learning techniques, such as hierarchical clustering,
k-means clustering, and density-based clustering, are
particularly well-suited for this task.

Hierarchical clustering creates a tree-like structure,
called a dendrogram, representing the hierarchical

relationships between different clusters'?.

This ap-
proach allows for a more intuitive understanding of
the relationships between clusters, which can be par-
ticularly helpful for credit rating purposes. K-means
clustering is a popular centroid-based clustering al-
gorithm that partitions the dataset into a predefined
number of clusters by minimizing the within-cluster
sum of squared distances '>. This technique provides
a simple and efficient way to group companies based
on their financial ratios, thus facilitating comparisons
of credit risk across different firms.

Combining these machine learning techniques and
financial theories allows for a more comprehensive
and data-driven approach to credit rating. This could
potentially improve the accuracy and reliability of
credit assessments and aid investors, lenders, and
other stakeholders in their decision-making process.

The f oundation of machine learning

The foundation of machine learning lies in its abil-
ity to learn patterns and make predictions from data
without explicit programming for each specific task.
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Machine learning algorithms, such as clustering, clas-
sification, and regression, are designed to identify un-
derlying structures in data, enabling more accurate
In the
context of credit rating, clustering algorithms like K-

and automated decision-making processes.

means play a crucial role in categorizing companies
based on their financial profiles.

Clustering algorithms are unsupervised learning
techniques that group data points based on similar-
ity measures. K-means clustering, one of the most
widely used clustering algorithms, partitions data into
k distinct clusters by minimizing the within-cluster

variance 13

This algorithm operates iteratively, as-
signing each data point to the nearest cluster centroid
and recalculating centroids until convergence. Vari-
ous studies have demonstrated the effectiveness of K-
means clustering in financial applications, including
credit rating 4.

The advantage of using machine learning, mainly
clustering algorithms, in credit rating, lies in its ability
to handle large datasets and uncover complex patterns
that may not be evident through traditional meth-
ods. Clustering algorithms can provide a more nu-
anced and data-driven credit risk assessment by an-
alyzing a comprehensive set of financial indicators.
This approach enhances the objectivity, consistency,
and transparency of credit ratings, addressing many
of the limitations associated with traditional expert-
driven methods.

Incorporating machine learning into credit rating
processes aligns with the broader trend of leveraging
big data and advanced analytics in financial decision-
making. As financial markets become increasingly
complex, the ability to process and analyze large
volumes of data efficiently is crucial for maintain-
ing accurate and reliable credit assessments. Studies
have shown that machine learning models, including
clustering algorithms, outperform traditional statisti-
cal methods in various aspects of credit risk predic-
tion 1>16,

By combining the theoretical foundations of capital
structure with the analytical power of machine learn-
ing, credit rating through clustering represents a sig-
nificant advancement in credit risk assessment. This
innovative approach not only improves the accuracy
and reliability of credit ratings but also provides valu-
able insights into the financial health and stability of
businesses, ultimately supporting more informed in-
vestment and lending decisions.

Credit Rating Methods

One of the earliest and most prominent methods in
this group of credit rating systems was developed by

Moody’s Investors Service in 190917. Moody’s em-
ployed an alphabetical rating system to assess the debt
repayment ability of businesses. In descending order,
the ratings are Aaa, Aa, A, Baa, Ba, B, Caa, Ca, C, with
Aaa being the safest and C being the most danger-
ous. This method uses the following primary criteria
to evaluate a company’s debt repayment ability:

o Debt and interest repayment capacity: This is
the most crucial factor in assessing a company’s
ability to repay its debt. Moody’s evaluates a
company’s capacity to repay its principal and in-
terest based on its profitability, assets, and debt
repayment history.

« Financial health: This criterion is assessed based
on measurements of outstanding debt, net as-
sets, profitability, and cash flow.

o Market and competition: Moody’s assess the
market in which a company operates, including
its competitors, pricing power, and value cre-
ation for shareholders.

« Management and business strategy: This in-
cludes evaluations of innovation, adaptability to
the business environment, and motivation to
create value for shareholders.

In addition to Moody’s credit rating method, Standard
& Poor’s (S&P) introduced its credit rating system in
191717, They also use an alphabetical rating system to
assess the creditworthiness of businesses but employ
different symbols to distinguish rating levels. The S&P
credit rating method uses various criteria to evaluate
a company’s debt repayment ability, including:

« The company’s financial situation: This is the
most important factor used to assess a com-
pany’s debt repayment ability. It includes indi-
cators such as debt-to-total assets ratio, return
on equity, free cash flow, and financial leverage.

o Product and service diversification: A company
with diversified products and services is better
able to mitigate risks than one focused on a sin-
gle business area.

o Market position: A company’s market position
is assessed by examining market share and in-
dustry competition. A company with a strong
market position is better able to maintain sales
and profits.

» Management and business strategy: S&P also
assesses the ability of the company’s leadership
to manage the business and its overall business
strategy.
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« External factors: S&P considers external factors
such as the impact of the economic, political,
and legal environment on the company.

Furthermore, Fitch Ratings introduced another credit
rating method in 1913 A
Fitch Ratings uses an alphabetical rating system with

Like the other agencies,

different symbols to distinguish rating levels. The
Fitch Ratings method uses various evaluation criteria
to assess a company’s debt repayment ability, includ-

ing:

o Financial Strength: This criterion assesses a
company’s financial ability, including its prof-
itability, cash flow management, debt repay-
ment capacity, and market opportunity seizing.

o Operating Performance: This criterion evalu-
ates a company’s ability to achieve its long-term
operational objectives, including growth, prof-
itability, and cost reduction.

« Business Profile: This criterion assesses a com-
pany’s ability to maintain and grow its sales,
profits, and market share in the industry, includ-
ing strategic direction, human resource man-
agement, and customer relations.

o Risk Management: This criterion evaluates a
company’s ability to manage and control risks
in its business operations, including credit risk,
market risk, capital risk, and environmental
risk.

Globally, major credit rating agencies such as Stan-
dard & Poor’s (S&P), Moody’, and Fitch Ratings
have established well-defined criteria for assessing the
creditworthiness of companies. These criteria typ-
ically include debt and interest repayment capacity,
financial health, market and competition, manage-
ment and business strategy, and external factors. Debt
and interest repayment capacity evaluate a company’s
ability to repay its principal and interest based on its
profitability, assets, and debt repayment history. Fi-
nancial health is assessed by measuring outstanding
debt, net assets, profitability, and cash flow. Mar-
ket and competition consider the market in which a
company operates, including its competitors, pricing
power, and value creation for shareholders. Manage-
ment and business strategy evaluate the company’s in-
novation, adaptability to the business environment,
and motivation to create shareholder value. External
factors consider the economic, political, and legal en-
vironments affecting the company.

In Vietnam, commercial banks have developed inter-
nal credit scoring systems to evaluate their clients, tai-
lored to their specific needs and criteria. These inter-
nal systems typically include liquidity, leverage, prof-
itability, and efficiency ratios. Liquidity ratios, such
as the current ratio and quick ratio, assess a com-
pany’s ability to meet short-term obligations. Lever-
age ratios, including debt-to-equity and debt-to-asset
ratios, evaluate financial leverage. Profitability ratios,
such as return on assets (ROA) and return on equity
(ROE), measure financial performance. Efficiency ra-
tios, like asset turnover and inventory turnover, gauge
management efficiency.

Given these established criteria, the input variables
for the K-means model in this study are selected to
provide a comprehensive assessment of a company’s
financial performance. The variables include finan-
cial health ratios (quick ratio, current ratio, short-
term liabilities to equity, short-term liabilities to as-
set, debt to equity, debt to asset, long-term debt to eq-
uity, and long-term debt to asset), management effi-
ciency ratios (ROA, asset turnover, accounts receiv-
able turnover, and payment period turnover), growth
ratios (sales growth rate and EBIT growth rate), and
the dividend payout ratio. These variables are es-
sential for labeling the clusters obtained from the K-
means algorithm and developing a robust credit rating
system.

By incorporating these financial variables as inputs
for the K-means model, this study aims to create a
comprehensive credit rating system that accurately re-
flects various aspects of a company’s financial perfor-
mance and credit risk profile. The identified clusters
will provide meaningful and reliable credit ratings for
various stakeholders in the financial sector, ultimately
promoting a more transparent and efficient financial
market.

Despite the widespread use of traditional credit rat-
ing methods, these approaches have notable areas for
improvement. Traditional methods often rely heavily
on expert judgment, which can introduce subjectiv-
ity and potential biases into the credit rating process.
This subjectivity can lead to consistency in ratings, es-
pecially when different experts assess the same com-
pany. Additionally, traditional methods may need to
efficiently handle large datasets or rapidly changing fi-
nancial environments, making it difficult to provide
timely and accurate credit ratings. They also need to
improve in their ability to uncover complex patterns
and relationships within financial data, as they often
focus on a narrow set of financial indicators and his-
torical performance.
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Machine learning techniques, particularly clustering
algorithms like K-means, offer solutions to these lim-
itations. Machine learning models can quickly pro-
cess vast amounts of data and identify intricate pat-
terns and relationships that human analysts may miss.
By leveraging data-driven insights, machine learning
can enhance the objectivity and consistency of credit
ratings. Clustering algorithms, specifically, can group
companies based on a comprehensive set of financial
indicators, providing a more nuanced understanding
of their credit risk profiles. This approach reduces
the reliance on subjective expert judgment and im-
proves the transparency and accuracy of the credit rat-
ing process.

Clustering Algorithm

This study employs the k-means algorithm as the pri-
mary machine learning technique to achieve the re-
search objective. As discussed earlier, the k-means al-
gorithm offers several advantages, including simplic-
ity, computational efficiency, scalability, and proven
effectiveness in various applications, particularly in
finance and credit risk assessment. By utilizing k-
means as the chosen machine learning algorithm,
this research aims to effectively uncover patterns and
groupings within the dataset, facilitating a deeper un-
derstanding of the relationships between financial and
non-financial variables and credit ratings. Ultimately,
the application of the k-means algorithm in this study
is expected to contribute to improved credit rating
prediction accuracy, providing valuable insights to
support informed decision-making in the credit as-
sessment process.

The k-means algorithm was chosen for this research
topic on credit rating prediction for several reasons.
First, the simplicity and computational efficiency of
the k-means algorithm make it an attractive choice
for researchers '°. The algorithm’s straightforward na-
ture allows for rapid prototyping and experimenta-
tion, enabling researchers to quickly assess its poten-
tial utility in predicting credit ratings. Second, k-
means has been proven effective in various applica-
tions, including finance and credit risk assessment.
Its ability to identify patterns and groupings in data
makes it suitable for uncovering distinct credit risk
categories based on financial and non-financial vari-
ables. This feature can enhance the understanding
of the underlying relationships between variables and
credit risk, ultimately leading to better prediction ac-
curacy.

Third, k-means is capable of handling large datasets
efficiently !>, As credit rating prediction often in-
volves the analysis of large amounts of data from

numerous companies, the algorithm’s scalability is a
critical factor. K-means can process large datasets
quickly, making it suitable for this research context.
Lastly, k-means has been successfully applied in pre-
vious credit rating research, showing promising re-
sults in comparison to other techniques '8, Its pre-
vious success in the field adds credibility to its use in
the current research topic and suggests that it may
provide valuable insights into credit rating predic-
tion. To summarize, the k-means algorithm’s sim-
plicity, effectiveness in various applications, scalabil-
ity, and successful application in previous credit rat-
ing research make it a suitable choice for the current
research topic. Its ability to efficiently handle large
datasets and identify underlying patterns can con-
tribute to improved credit rating prediction accuracy.
The k-means algorithm is an unsupervised ma-
chine learning technique widely employed for clus-
tering and partitioning datasets into meaningful
groups '®13, Tt aims to identify underlying structures
and patterns in the data based on similarity among
data points. The algorithm’s simplicity, computa-
tional efficiency, and effectiveness in various appli-
cations make it a popular choice for researchers and
practitioners 0,

The k-means algorithm operates by initializing a pre-
determined number of centroids (k), representing the
centers of each cluster. These centroids are gener-
ally initialized randomly within the dataset’s feature
space . The algorithm then iteratively assigns each
data point to the nearest centroid, based on a distance
metric, such as Euclidean distance!?. Once all data
points are assigned to their respective centroids, the
centroids are recalculated to represent the meaning
of all data points within each cluster. This process is
repeated until convergence is reached, i.e., the cen-
troids’ positions stabilize, or a predefined number of
iterations have been completed 3.

By partitioning the dataset into distinct groups, the
k-means algorithm facilitates the identification of re-
lationships between variables and allows researchers
to uncover hidden patterns within the data'. In the
context of credit rating prediction, the k-means algo-
rithm can be applied to cluster companies based on
their financial and non-financial characteristics, pro-
viding insights into the factors that drive credit risk
and potentially contributing to improved prediction
accuracy.

To evaluate the performance of the k-means algo-
rithm in credit rating prediction, various performance
metrics can be utilized. One standard method is the
silhouette score,, which measures the clustering qual-
ity by computing the average distance between ob-
servations within the same cluster and comparing it
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to the average distance to the nearest neighboring
cluster°. A higher silhouette score indicates better-
defined clusters and implies that the algorithm has ef-
fectively identified distinct risk categories in the con-
text of credit rating prediction.

The elbow method is a popular technique to deter-
mine the optimal number of clusters (k) in k-means
clustering. It involves plotting the variance explained
or within-cluster sum of squared distances (WSS) as a
function of the number of clusters and identifying the
“elbow point,” where adding more clusters does not
significantly reduce the WSS2?. The rationale behind
the elbow method is that as the number of clusters in-
creases, the WSS decreases since each additional clus-
ter can capture a portion of the remaining variance.
However, at some point, adding more clusters will
not lead to a substantial decrease in the WSS, and the
curve will begin to flatten. The elbow point represents
the number of clusters at which the diminishing re-
turns in variance reduction are no longer worth the
added complexity of having more clusters?!. To im-
plement the elbow method, researchers can perform
k-means clustering for a range of cluster values (e.g., k
=1to k = 10) and compute the WSS for each value of
k. By visualizing the WSS values on a line chart, the el-
bow point can be identified, representing the optimal
number of clusters for the dataset.

In conclusion, employing the elbow method and sil-
houette score in this research provides a robust ap-
proach to determining the optimal number of clus-
ters for the k-means algorithm in credit rating predic-
tion. The elbow method allows us to identify the point
where adding more clusters does not significantly re-
duce the within-cluster sum of squared distances, en-
suring the model’s simplicity without compromising
its explanatory power. On the other hand, the silhou-
ette score evaluates the quality of clustering by assess-
ing the cohesion within clusters and the separation
between them, ensuring that the chosen clusters are
meaningful and well-defined.

By combining the elbow method and silhouette score,
this research benefits from a comprehensive approach
to cluster selection, balancing the trade-off between
model complexity and prediction accuracy. These
techniques enhance the reliability and validity of the
credit rating predictions derived from the k-means
algorithm. It contributes to a better understanding
of the underlying relationships between variables and
credit risk. Ultimately, this approach can lead to more
accurate credit rating predictions, benefiting both fi-
nancial institutions and companies in their decision-
making processes.

Previous studies

In recent years, the application of machine learn-
ing techniques for predicting corporate credit ratings
has become an increasingly popular research topic.
A wide range of studies have explored various al-
gorithms, input variables, and methodologies to im-
prove the accuracy and reliability of credit rating pre-
dictions.

Early research laid the groundwork for using machine
learning in credit rating prediction. Huang et al. !4
compared support vector machines (SVMs) to tra-
ditional statistical methods like linear discriminant
analysis and logistic regression, while Altman and
Sabato ?? explored hybrid models that combined lo-
gistic regression with SVM. Both studies found that
machine-learning approaches outperformed conven-
tional methods in accuracy and robustness.
Subsequent research has built upon these initial find-
ings. Kim and Kang'°, for example, investigated the
performance of decision trees, artificial neural net-
works (ANNs), and logistic regression in predicting
Korean firms’ credit ratings. Their study demon-
strated that ANNs provided superior accuracy com-
pared to the other methods. Similarly, other stud-
ies have compared various machine learning algo-
rithms, such as logistic regression, decision trees, ran-
dom forests, SVMs, ANNs, and k-nearest neighbors
(KNN), to identify the best-performing models for
credit rating prediction 2372,

In terms of input variables, most studies have utilized
financial ratios related to liquidity, leverage, prof-
itability, and eﬂiciencym’%. However, some research
has also explored the incorporation of industry-
specific variables, such as asset turnover and net profit
margin as well as non-financial data like macroeco-
nomic indicators and textual information from news
articles?’. These studies have found that the inclu-
sion of industry-specific and non-financial variables
can improve the accuracy of credit rating prediction
models.

The performance of machine learning models in
credit rating prediction has been assessed using var-
ious evaluation metrics, such as accuracy, precision,
recall, and F1 score. Overall, the literature suggests
that machine learning algorithms can effectively pre-
dict corporate credit ratings using financial ratios
as input variables, and that incorporating industry-
specific and non-financial variables may further en-
hance the accuracy of these models 1410-22:25:27,28,

In summary, the growing body of literature on pre-
dicting corporate credit ratings using machine learn-
ing models has demonstrated the potential of these
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approaches in providing more accurate and reli-
able predictions compared to traditional statistical
methods. Researchers have explored various algo-
rithms, input variables, and methodologies, and have
found that a combination of financial ratios, industry-
specific variables, and non-financial data can lead
to improved performance in credit rating prediction.
Future research may further refine these models and
explore the potential of emerging machine learning
techniques in this area.

Research Gaps

Despite the extensive research conducted on credit
rating and risk assessment using machine learning
techniques, several gaps remain that this study aims
to address. Previous studies have predominantly fo-
cused on well-established markets and large corpora-
tions, leaving a significant gap in understanding the
credit risk dynamics within emerging markets such
as Vietnam. For instance, research by Huang et al. 14
and Altman and Sabato ?? primarily explored the use
of support vector machines (SVMs) and logistic re-
gression in more developed markets, thereby limiting
the applicability of their findings to the Vietnamese
context.

Furthermore, while studies by Kim and Kang!> and
Barboza et al. !® have shown the efficacy of machine
learning models such as artificial neural networks
(ANNSs) and decision trees in credit rating prediction,
they often neglect the specific financial indicators rel-
evant to smaller firms and emerging economies. This
study bridges this gap by incorporating a comprehen-
sive set of financial ratios specifically tailored to non-
financial firms listed on the Ho Chi Minh City Stock
Exchange and the Hanoi Stock Exchange.
Additionally, the existing literature, including works
by Abdou and Pointon?* and Galindo and Tamayo 24,
has largely overlooked the practical implementation
challenges and the need for a standardized and pub-
licly accessible credit rating framework in emerging
markets. This study addresses this issue by proposing
a robust credit rating system based on the K-means
clustering algorithm, which enhances prediction ac-
curacy but also provides a transparent and systematic
approach to credit risk assessment.

Moreover, while the integration of non-financial data
and industry-specific variables has been explored to

t2627 there is still a lack of research focus-

some exten
ing on the unique financial environments of emerg-
ing markets. This study fills this void by analyzing key
financial indicators such as liquidity ratios, leverage

ratios, profitability ratios, and efficiency ratios, which

are crucial for assessing the creditworthiness of com-
panies in Vietnam.

In conclusion, this research contributes to the existing
body of knowledge by addressing these critical gaps
and providing a nuanced understanding of credit risk
assessment in the Vietnamese market. By leveraging
machine learning techniques and a detailed set of fi-
nancial indicators, this study offers a practical tool
for financial institutions, investors, and policymakers
to make informed decisions, ultimately promoting a
more transparent and efficient financial market.

METHODOLOGY
Data

In this study, we focus on non-financial firms listed on
both the Ho Chi Minh City Stock Exchange and the
Hanoi Stock Exchange from 2019 to 2023. The ini-
tial dataset comprised data collected from 692 firms.
Upon inspection, observations with missing values
or duplicates were identified and subsequently elim-
inated from the dataset. Consequently, the refined
dataset encompassed 568 firms, resulting in 2,567
unique observations. The yearly distribution of com-
panies within the dataset is as follows: 510 compa-
nies in 2018, 525 companies in 2019, 534 companies
in 2020, 532 companies in 2021, and 466 companies in
2022. This comprehensive dataset offers a solid foun-
dation for investigating the credit rating prediction
of these non-financial firms using machine learning
techniques.

Input Variables

The input data for the K-means model in this study
comprises a comprehensive set of financial variables,
which can be broadly categorized into four groups: fi-
nancial health ratios, management efficiency ratios,
growth ratios, and dividend payout ratio . These vari-
ables provide a detailed assessment of a company’s fi-
nancial performance and are essential criteria for la-
beling the clusters obtained from the K-means algo-
rithm as described in Table 1.

Financial health ratios include the quick ratio, current
ratio, short-term liability on equity, short-term liabil-
ity on the asset, long-term debt on equity, long-term
debt on the asset, debt on equity, and debt on asset.
These ratios offer insights into a company’s liquidity,
solvency, and overall financial stability, capturing the
its ability to meet its short-term and long-term obli-
gations.

Management resource management comprise ROA,
asset turnover, account receivable turnover, and pay-
ment period turnover. These ratios evaluate a com-
pany’s ability to generate returns from its assets and
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the efficiency with which it manages its operations.
Efficient management of resources is a critical factor
in assessing a company’s creditworthiness, as it re-
flects the firm’s capacity to generate profits and meet
its financial commitments.

Growth ratios, including sales and EBIT growth rates,
capture a company’s ability to expand its operations
and increase its earnings. Companies with strong
growth potential are generally considered less risky,
as their expanding revenue base allows them to ser-
vice their debts better..

Lastly, the dividend payout ratio is important in deter-
mining a company’s financial health and credit risk.
This ratio measures the proportion of earnings paid
out to shareholders as dividends, providing insights
into a firm’s ability to retain earnings for future growth
and its commitment to returning value to sharehold-
ers.

By incorporating these financial variables as inputs for
the K-means model, this study aims to develop a com-
prehensive credit rating system that accurately reflects
the various aspects of a company’s financial perfor-
mance and credit risk profile. The identified clusters
will be labeled based on their unique combination of
these financial variables, providing a meaningful and
reliable credit rating system for various stakeholders
in the financial sector.

RESULTS & DISCUSSION

The elbow method graph displays a sharp decline in
the SSE (sum of squared errors) from 900 to 400 as the
number of clusters (k) increases from 1 to 5. After this
point, the SSE continues to decrease, albeit at a slower
rate, reaching around 300 at k=7.5. Beyond this point,
the SSE exhibits a more gradual decline, decreasing to
approximately 200 by the time k reaches 18.

Figure 1 suggests that the optimal value for k is around
6 clusters, as the most significant reduction in SSE oc-
curs up to that point. Beyond k=6, the SSE decreases
ata diminished rate, indicating that adding more clus-
ters does not contribute substantially to the reduction
of the within-cluster sum of squared distances. There-
fore, selecting k=6 strikes a reasonable balance be-
tween model simplicity and its ability to capture the
underlying patterns in the data, making it a suitable
choice for credit rating prediction using the k-means
algorithm.

According to Figure 2, upon analyzing the silhou-
ette scores, we observe a gradual decline from 0.28 to
approximately 0.25 as the number of clusters (k) in-
creases from 1 to 5. The silhouette score remains rel-
atively stable, fluctuating around 0.25, as k increases
from 5 to 8. However, beyond k=8, the silhouette

score experiences a sharp drop, decreasing to 0.2 as
k continues to increase up to 20.

Considering the results from both the elbow method
and silhouette score analyses, we can conclude that se-
lecting k=6 is an appropriate choice for our credit rat-
ing prediction model. With the elbow method reveal-
ing a significant drop in SSE at k=6 and the silhou-
ette score maintaining a relatively stable level around
k=5 to k=8, it is reasonable to proceed with fitting
the k-means model using k=6. This choice balances
the trade-off between model complexity and perfor-
mance, thus allowing us to effectively uncover the
underlying relationships between variables and credit
risk in our dataset.

In the three-dimensional space depicted in Figure 3,
it is evident that the k-means clustering algorithm ef-
fectively partitions the data into distinct clusters with
clear convergence. To further assess the differences
between these six clusters, it is necessary to examine
additional graphical representations or employ de-
scriptive statistical methods, as discussed below. By
doing so, we can better understand the criteria that
set each cluster apart and solidify our confidence in
the effectiveness of using k=6 in the k-means cluster-
ing algorithm for credit rating prediction.

Table 2: Number of observations for each cluster with
K=6

Cluster Observations
0 213
1 208
2 623
3 369
4 463
5 691

Table 2 displayed above provides a comprehensive
overview of the distribution of observations within
the six clusters generated by the k-means clustering
algorithm. The different number of observations in
each cluster suggests that the dataset comprises di-
verse patterns and relationships, which have been suc-
cessfully captured by the algorithm. Cluster 0 con-
tains 213 observations, indicating a group of com-
panies with certain shared characteristics. Similarly,
Cluster 1 comprises 208 observations, revealing an-
other set of companies with distinct features. Cluster
2, the largest group with 623 observations, represents
a significant portion of the dataset and highlights a
more prevalent pattern among the companies. Clus-
ter 3, consisting of 369 observations, and Cluster 4,
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Table 1: Credit Rating Criteria and Measurement Methods

Criteria Group Criteria

Financial Health Ratios Quick Ratio

Current Ratio

Short-term Liabilities to
Equity

Short-term Liabilities to
Asset

Debt to Equity

Debt to Asset

Long-term Debt to Equity

Long-term Debt to Asset

Management  Efficiency ~ Return on Assets (ROA)
Ratios

Asset Turnover

Accounts Receivable

Turnover

Payment Period Turnover
Growth Ratios Sales Growth Rate

EBIT Growth Rate
Dividend Payout Ratio Dividend Payout Ratio

Measurement Method
Quick Assets / Current Li-
abilities

Current Assets / Current
Liabilities

Short-term Liabilities / Eq-
uity

Short-term Liabilities / To-
tal Assets

Total Debt / Equity

Total Debt / Total Assets

Long-term Debt / Equity

Long-term Debt / Total As-
sets

Net Income / Total Assets

Net Sales / Average Total
Assets

Net Credit Sales / Average
Accounts Receivable

Number of Days in Period
/ Payables Turnover

(Current Year Sales - Pre-
vious Year Sales) / Previous
Year Sales

(Current Year EBIT - Pre-
vious Year EBIT) / Previous
Year EBIT

Dividends / Net Income

Referenced Standards

Standard &
Moody’s, Fitch Ratings

Poor’s,

Standard & Poor’s,
Moody’s, Fitch Ratings

Internal Standards of Viet-
namese Commercial Banks

Internal Standards of Viet-
namese Commercial Banks

Standard &  Poor,
Moody’s, Fitch Ratings

Standard & Poor’s,
Moody’s, Fitch Ratings

Internal Standards of Viet-
namese Commercial Banks

Internal Standards of Viet-
namese Commercial Banks

Standard & Poor’s,
Moody’s, Fitch Ratings

Standard &  Poors,
Moody’s, Fitch Ratings

Internal Standards of Viet-
namese Commercial Banks

Internal Standards of Viet-
namese Commercial Banks

Standard & Poor’s,
Moody’s, Fitch Ratings

Standard &  Poors,
Moody’s, Fitch Ratings

Standard &
Moody’s, Fitch Ratings

Poor’s,

Source: by authors

with 463 observations, illustrate additional variations
within the dataset. Lastly, Cluster 5 encompasses 691
observations, making it the second-largest group and
pointing to another common pattern among the com-
panies.

These varying cluster sizes demonstrate the k-means
algorithm’s effectiveness in identifying and segregat-
ing diverse patterns within the dataset. The k-means
clustering algorithm with k=6 has resulted in the for-
mation of six distinct clusters, which the author pro-
poses to use as the basis for a new credit rating system.
This system is outlined in the Table 3 and consists of

the following credit ratings.

The K-means clustering algorithm applied in this
study identified six distinct clusters (0, 1, 2, 3, 4, 5),
each representing different levels of financial perfor-
mance and credit risk. These clusters provide valuable
insights into the financial health and creditworthiness
of the companies analyzed, which can be understood
through theoretical, empirical, and practical lenses.

o Cluster 0 (C): Companies in Cluster 0 exhibit
significant liquidity challenges and lower man-
agement efficiency. The high levels of both
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Figure 3: K-Mean Clustering Result with K=6 (Source: Author’s Calculation)

Table 3: Suggested label for credit scoring.

Label Description

A+ Very good (very low credit risk)
A Good (low credit risk)

B+

Fairly good (credit risk in the middle range from fair to good)
Average (medium credit risk)

C+ Poor (high credit risk)

C Very poor (very high credit risk)

Source: Author’s Suggested

short-term and long-term debt indicate a sub- stability.
stantial credit risk. Theoretically, this aligns
with the Pecking Order Theory?, suggesting that

Cluster 1 (A+): This cluster is characterized
by outstanding liquidity, low indebtedness, and
strong financial health, positioning these com-
panies as very low credit risk. The Trade-off
Theory supports the high creditworthiness of
firms with optimal leverage, which is evident in
this cluster. Empirically, the high ROA and ef-
ficient management practices confirm the the-
oretical expectations. Practically, companies in

companies facing financial distress are more re-
liant on debt. Empirically, the observed low re-
turn on assets (ROA) and subpar growth rates
support categorizing these companies as high-
risk. Practically, investors and financial institu-
tions should approach these firms with caution,
considering their high likelihood of financial in-
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this cluster are attractive investment opportuni-
ties due to their financial stability and low risk
of default.

o Cluster 2 (A): Companies in Cluster 2 also dis-
play robust financial health with above-average
management efficiency and growth potential.
However, their liquidity is not as strong as that
in Cluster 1. This finding is consistent with
the Modigliani-Miller Theorem, which suggests
that firm value is independent of capital struc-
ture under certain conditions°. Empirically, the
strong ROA and EBIT growth rate validate the
theoretical foundation. Practically, these firms
are still considered low-risk and are suitable
candidates for investment, albeit with slightly
higher caution than Cluster 1.

o Cluster 3 (B+): This cluster includes compa-
nies with mixed financial health and manage-
ment efficiency. While they have reasonable
liquidity, their high debt levels increase credit
risk. The theoretical backing from the Trade-
off Theory indicates that these firms balance the
benefits of debt with the risk of financial dis-
tress. Empirically, the average ROA and above-
average growth rates provide a nuanced under-
standing of their creditworthiness. Practically,
these companies offer moderate investment po-
tential but require a thorough risk assessment.

o Cluster 4 (B): Firms in Cluster 4 show weaker
financial health and lower management effi-
ciency, coupled with higher debt ratios. The
Pecking Order Theory again explains the re-
liance on debt due to financial constraints. Em-
pirically, their low ROA and mixed growth rates
indicate medium credit risk. Practically, while
investment in these firms is riskier, potential re-
turns could be balanced against the higher risk,
making them suitable for risk-tolerant investors.

o Cluster 5 (C+): Companies in this cluster have
better financial health than those in Cluster 0
but still face significant credit risk due to lower
management efficiency and growth rates. The
theoretical implications align with the Trade-off
Theory, indicating an ongoing struggle to main-
tain financial stability. Empirically, the find-
ings of moderate ROA and low dividend payout
ratios reinforce their classification. Practically,
these firms are higher-risk investments, and in-
vestors should be cautious.

This proposed credit rating system aims categorizes
companies based on their credit risk levels, as deter-
mined by the k-means clustering analysis. By assign-
ing specific credit ratings to each cluster, the author

has established a comprehensive framework to assess
the creditworthiness of companies. The ratings range
from A+ for those exhibiting shallow credit risk to C
for companies with very high credit risk.

The suggested credit rating system provides a valuable
tool for investors, financial institutions, and regula-
tors to make informed decisions and assess the credit
risk of different companies effectively. By leverag-
ing the insights from the k-means clustering analysis,
the proposed system captures the underlying relation-
ships between financial and non-financial variables,
contributing to determining credit risk levels.

The k-means clustering algorithm with k=6 has suc-
cessfully grouped the data into six distinct clusters,
each with different characteristics regarding financial
health, management efficiency, growth potential, and
dividend payout capacity. These clusters offer valu-
able insights into the various credit risk profiles and
can aid in developing a credit rating system (see Ap-
pendix 1 & 2).

Upon examination of the clusters, it is evident that
companies in Cluster 1 exhibit outstanding liquid-
ity and low indebtedness, indicating strong financial
health. However, they have lower growth rates and
dividend payout ratios than the average. Cluster 2
companies, on the other hand, demonstrate above-
average management efficiency and growth potential
but have average liquidity and lower dividend payout
ratios.

Clusters 3 and 4 present a more mixed picture, with
companies in these groups showing weaker financial
health and management efliciency, alongside varied
growth potential. Both clusters have lower dividend
payout ratios compared to the average. Companies in
Cluster 5 display better financial health, average man-
agement efficiency, and higher growth rates, but their
dividend payout ratios remain low. Finally, Cluster 0
companies face liquidity challenges and lower man-
agement efficiency, along with average growth rates
and below-average dividend payout ratios.

These findings suggest that companies within each
cluster share common financial and operational char-
acteristics, which can help inform credit risk assess-
ment and decision-making. It is crucial to note that
further research, including the evaluation of addi-
tional graphs and the application of descriptive statis-
tical methods, is necessary to validate the differences
between clusters and refine the proposed credit rat-
ing system. Moreover, it is essential to consider exter-
nal factors, such as market conditions and industry-
specific risks, to ensure a comprehensive and accurate
credit risk assessment.
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Upon revisiting the clusters with the new naming con-
vention, the author proposed the following credit rat-
ing suggestions: Cluster 1 as A+, Cluster 2 as A, Clus-
ter 3 as B+, Cluster 4 as B, Cluster 5 as C+, and Clus-
ter 0 as C. This rating system aligns with the compa-
nies’ observed financial and operational characteris-
tics within each cluster.

Companies in Cluster A+ (Cluster 1) demonstrate
exceptional financial health, while those in Cluster
A (Cluster 2) exhibit above-average management ef-
ficiency and growth potential. Cluster B+ (Cluster
3) and Cluster B (Cluster 4) include companies with
varying financial health and management efficiency.
Companies in Cluster C+ (Cluster 5) display better
financial health and higher growth rates, but lower
dividend payout ratios. Finally, Cluster C (Cluster 0)
comprises companies facing liquidity challenges and
lower management efficiency. The suggested credit
rating system appears to be a logical classification
based on the distinct characteristics observed in each
cluster.

CONCLUSIONS &
RECOMMENDATIONS

Conclusions

In conclusion, this study has made a significant con-
tribution to the development of a credit rating system
based on companies’ financial and operational char-
acteristics using the K-means clustering algorithm.
The research objectives were successfully met, with
the K-means model effectively clustering the compa-
nies into six distinct groups, each exhibiting unique
financial and operational attributes. The author has
suggested a credit rating system consisting of A+, A,
B+, B, C+, and C labels, representing varying levels of
credit risk.

The findings of this study provide valuable insights
into the financial and operational features that distin-
guish companies with different credit risk profiles. By
identifying these characteristics, the proposed credit
rating system offers a practical tool for assessing credit
risk, which various stakeholders, including financial
institutions, credit rating agencies, and investors can
use.

Furthermore, this research has demonstrated the po-
tential of clustering techniques, notably the K-means
algorithm, for addressing complex financial problems
such as credit risk assessment. The methodology em-
ployed in this study can serve as a foundation for fu-
ture research endeavors that aim to improve and re-
fine credit rating systems.

The practical application of the K-means clustering
model developed in this study can significantly en-
hance credit rating processes within various financial
institutions. Commercial banks can implement this
model to improve their internal credit scoring sys-
tems, allowing for more accurate risk management
and loan pricing strategies by better segmenting cor-
porate clients based on credit risk. Credit rating
agencies in Vietnam can utilize this model to sup-
plement traditional credit rating methods, providing
a data-driven approach that complements expert as-
sessments. Additionally, government and regulatory
bodies, such as the State Bank of Vietnam, can use the
model to monitor and evaluate the financial health of
businesses within the economy, facilitating more in-
formed policymaking.

To ensure the credibility and usability of the model,
the results should be published and disseminated in
a transparent manner. This can be achieved through
periodic reports that detail the credit ratings of com-
panies segmented by the identified clusters, making
these reports accessible to investors, financial institu-
tions, and other stakeholders. Furthermore, develop-
ing an online platform where stakeholders can access
real-time credit ratings and updates will provide de-
tailed insights into rated companies financial health
and risk profiles.

Several factors underscore the reliability of the K-
means clustering model in assessing credit risk. The
model is grounded in quantitative data, utilizing com-
prehensive financial indicators to ensure robust credit
ratings. Using the elbow method and silhouette scores
to determine the optimal number of clusters enhances
the model’s robustness and validity. ~Additionally,
the clustering results align with established financial
theories, providing empirical support for the model’s
conclusions. To maintain continuous reliability, it is
essential to periodically update the model with new
data and refine the input variables based on evolving
market conditions and financial environments. Reg-
ular validation against actual financial outcomes will
enhance the model’s accuracy and credibility.

Recommendations

Overall, this study’s findings contribute to the existing
body of knowledge on credit risk assessment and of-
fer a foundation for the development of more accurate
and reliable credit rating systems. By addressing the
identified limitations and recommendations, future
research can continue to advance our understanding
of credit risk and support improved decision-making
processes in the financial sector.
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For investors, focusing on companies categorized in
clusters A+ and A, as they demonstrate robust fi-
nancial health, efficient management, and promising
growth potential. These companies will likely offer
higher returns on investment and lower credit risk.
Additionally, investors should consider diversifying
their portfolio by including companies from clusters
B+ and B, as they may present moderate risk and po-
tential for growth. However, investors should cau-
tiously approach investments in clusters C+ and C due
to their relatively weaker financial health and manage-
ment efficiency.

Managers of companies within clusters B+, B, C+, and
C should improve their financial health and manage-
ment efficiency. This may include enhancing liquidity
management, reducing debt levels, optimizing work-
ing capital, and implementing cost control measures.
Furthermore, managers should focus on sustainable
growth strategies and aim for higher operational effi-
ciency to increase profitability and competitiveness.
Government agencies can utilize the clustering results
to understand the financial landscape better and iden-
tify potential areas of concern. This information can
be used to develop targeted policies and regulations to
promote a healthier financial environment for com-
panies. Additionally, government agencies can sup-
port and incentivize companies in lower-ranked clus-
ters to improve their financial stability and promote
growth. This might include offering tax incentives,
providing access to low-interest loans, or facilitating
collaboration between companies and relevant stake-
holders to foster innovation and technological ad-
vancements.

For Credit Rating Agencies, adopting the K-means
clustering algorithm can lead to more accurate and re-
liable credit ratings. The algorithm’s ability to handle
large datasets efficiently and its robustness in identify-
ing distinct credit risk profiles can improve the overall
quality of credit assessments. Credit Rating Agencies
can integrate this algorithm into their existing frame-
works to complement expert evaluations, thereby en-
hancing the transparency and credibility of their rat-
ings. Several policies and solutions should be consid-
ered to help Credit Rating Agencies achieve more ac-
curate and reliable credit ratings using the K-means
clustering algorithm. Firstly, Credit Rating Agencies
should invest in advanced data analytics infrastruc-
ture to support the implementation of machine learn-
ing models. This includes acquiring the necessary
hardware, software, and skilled personnel to manage
and analyze large datasets. Additionally, staff train-
ing and development programs should be established

to ensure they are proficient in the latest data anal-
ysis and machine learning techniques. Financial in-
stitutions should collaborate with credit rating agen-
cies to share relevant financial data, enhancing the
robustness of the clustering models. This collabo-
ration can be facilitated through standardized data-
sharing agreements that protect the confidentiality
and integrity of sensitive information. Moreover, fi-
nancial institutions should consider integrating these
advanced credit rating models into their risk man-
agement and loan pricing strategies to optimize their
credit assessment processes.

Government and regulatory bodies play a crucial role
in fostering an environment conducive to adopting
such advanced technologies. They should establish
guidelines and regulations that encourage using data-
driven credit rating methods while ensuring data pri-
vacy and security. Incentives, such as tax breaks
or grants, could be provided to CRAs and financial
institutions that invest in these technologies. Fur-
thermore, regulatory bodies should promote trans-
parency and standardization in credit rating practices
to enhance the comparability and reliability of credit
ratings across the market.

However, it is important to acknowledge that the pro-
posed credit rating system may have limitations, and
further research is needed to ensure its robustness and
accuracy. Additional validation, incorporation of ex-
ternal factors, longitudinal analysis, and comparison
with other methods are recommended to enhance the
credit rating system’s comprehensiveness and predic-
tive power. While the K-means clustering model pro-
vides valuable insights, there are certain limitations to
consider. First, the analysis is based on a set of finan-
cial ratios, which may not capture all aspects of a com-
pany’s performance. Second, the model is sensitive to
the initial cluster centroids, which can affect the re-
sults. Finally, the model relies on historical data, and
thus may not accurately predict future performance
or account for external factors such as economic or
industry changes.
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Figure 4: Descriptive Statistics Of Clusters By Variables
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Figure 5: Descriptive By Clusters
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Open Access Full Text Article Bai nghién cliu

Xép hang tin dung bang thuat toan phan cum tai thi trudng Chiing
khoan Viét Nam

Phan Huy Tam'?, Chu Quang Thuy'-2

TOM TAT

Nghién cttu nay &p dung thuat todn phan cum K-means dé phét trién khung xép hang tin dung
doanh nghiép cho thi truong Viét Nam. Bang cach phan tich dir liéu tai chinh tir 568 cong ty phi
tai chinh niém yét tai thi trudng Ching khoan Thanh phé H6 Chi Minh (HOSE) va thi trucng Giao
dich Ching khodn Ha Noi (HNX) trong giai doan tir 2019 dén 2023, nghién ctiu xac dinh cac chi sé
tai chinh quan trong bao gém ty lé stic khoe tai chinh, ty | hiéu qua quan ly, ty 1é tang trudng va
ty 1& chi tra & tiic. M6 hinh phan cum K-means cho thdy tinh hiéu qua trong phan loai céc doanh
nghiép nay thanh sau cum khac nhau, méi cum dai dién cho cac muc do hiéu suat tai chinh va
rdi ro tin dung khac nhau. Cac cum nay dugc xép ti A+ (rti ro tin dung rét thap) dén C (rdi ro tin
dung rét cao), cung cdp su phan biét rd rang dua trén su &n dinh tai chinh va hiéu qua hoat déng.
Céch tiép can hé théng nay mang lai nhing hiéu biét ¢ gia tri cho cac nha dau tu, nha quén ly
va cac cg quan chinh pht, nang cao kha nang dua ra quyét dinh théng minh. Mac du c6 mot sé
han ché nhu phu thudc vao di liéu lich st va dé nhay cdm déi véi cac tam cum ban dau, mé hinh
phan cum K-means chiing minh 1a mot diém khdi dau manh mé dé danh gia do tin nhiém ctia cac
cong ty. Nghién ctiu nay déng gop vao tai liéu ngay cang tang vé cac ing dung hoc may trong xép
hang tin dung bang cach chimng minh su vust tréi clia cac thuat toan phan cum so vai cac phuong
phap truyén théng. Nghién cliu néu bat cach cac chi s6 sutic khoe tai chinh va hiéu qua quan ly co
thé dugc tich hap vao mét khung dt liéu dé nang cao danh gié rdi ro tin dung. Két qua gai y rang
cach tiép can phan cum K-means khong chi cai thién dé chinh xac ctia xép hang tin dung ma con
thic ddy tinh minh bach va hiéu qua trong thi trudng tai chinh. Hon nita, khung dé xudat cé thé
déng vai tro la nén tang dé phat trién cac mé hinh phic tap hon, tich hop thém cac bién tai chinh
va phi tai chinh. Nghién ctu trong tuong lai cé thé mé rong diéu nay bang cach tich hop dit liéu
theo thai gian thuc va kham pha tac dong clia cac yéu t6 kinh té bén ngoai déi vdi rti ro tin dung.
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