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Forecasting stock index based on hybrid artificial neural network

models
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ABSTRACT

Forecasting stock index is a crucial financial problem which is recently received a lot of interests in
the field of artificial intelligence. In this paper we are going to study some hybrid artificial neural
network models. As main result, we show that hybrid models offer us effective tools to forecast
stock index accurately. Within this study, we have analyzed the performance of classical models
such as Autoregressive Integrated Moving Average (ARIMA), Artificial Neural Network (ANN) model
and the Hybrid model, in connection with real data coming from Vietnam Index (VNINDEX). Based
on some previous foreign data sets, for most of the complex time series, the novel hybrid models
have a good performance comparing to individual models like ARIMA and ANN. Regarding Viet-
namese stock market, our results also show that the Hybrid model gives much better forecasting
accuracy compared with ARIMA and ANN models. Specifically, our results tell that the Hybrid com-
bination model delivers smaller Root Mean Square Error (RMSE) and Mean Absolute Error (MAE)
than ARIMA and ANN models. The fitting curves demonstrate that the Hybrid model produces
closer trend so better describing the actual data. Via our study with Vietnam Inde, it is confirmed
that the characteristics of ARIMA model are more suitable for linear time series while ANN model
is good to work with nonlinear time series. The Hybrid model takes into account both of these
features, so it could be employed in case of more generalized time series. As the financial market
is increasingly complex, the time series corresponding to stock indexes naturally consist of linear
and non-linear components. Because of these characteristic, the Hybrid ARIMA model with ANN
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produces better prediction and estimation than other traditional models.
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INTRODUCTION

In the past two decades, the most popular tech-
niques used in forecasting stock prices are the sta-
tistical models and the artificial intelligence models
(AI). Some most commonly used methods in the sta-
tistical models for time series analysis include, e.g.,
Autoregressive Integrated Moving Average (ARIMA)
or the well-known Box-Jenkins model, Exponential
Smoothing model (ESM), and Generalized Autore-
gressive Conditional Heteroskedasticity (GARCH)
volatility. Due to the fact that the mean and vari-
ance of financial time series change overtime, and,
hence, the series are not linear. More precisely, fi-
nancial time series often contain both linear and non-
linear patterns. Therefore, one of the main restric-
tion in these traditional models is that they only con-
tain a linear structure. In fact, Refenes et al' showed
that the traditional statistical models, such as ARIMA
model, for forecasting have main limitations in appli-
cations to non-linear data set such as stock indices, ex-
change rates. The recent development in the theory of
computational intelligence provides powerful math-
ematical tools for private investors, portfolio man-

agers and also bankers to exploit the big data, espe-
cially, big data in finance. The AI models and ma-
chine learning techniques, e.g., the Artificial Neural
Network models (ANN) are introduced and utilized
to overcome these restrictions. These models contain
two components that are linear and non-linear parts.
Recently, a new approach which combines ARIMA
and ANN models for financial time series has been
studied, e.g., in Zhangz, Wang et al. 3. This combina-
tion is called the hybrid model. It is showed that the
hybrid model gives more accurate result for forecast-
ing time series, especially, for stock prices. The ba-
sic idea of hybrid ARIMA and Artificial Neural Net-
work model is that the non-linear patterns can be pre-
sented as the residuals of the linear ARIMA model
which can be modeled by using artificial neural net-
works. Furthermore, the relationship between the lin-
ear and non-linear components is assumed to be ad-
ditive. In this study we utilize the hybrid model to
forecast VNINDEX stock price. We find out the suit-
able ARIMA and ANN models for the time series and
then find out the appropriate a hybrid model which
combines the ARIMA and ANN models. Further-
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more, we compare the results between hybrid model
and the individual ARIMA and ANN models in terms
of forecasting accuracy based on performance criteria
such as Root Mean Square Error (RMSE), Normalized
Mean Square Error (NMSE) and Mean Absolute Error
(MAE).

FORECASTING METHEDOLOGY

In this section we give a brief description on ARIMA
and Artificial Neural Network models. Furthermore,
we demonstrate the basic principle in the hybrid
model from ARIMA and ANN models.

The ARIMA model

ARIMA model was first initiated by Box and Jenkins 4,
This model is one of the most general class of models
for forecasting a time series which can be made to be
stationary by differencing. More precisely, ARIMA
model is generalized from ARMA model (autoregres-
sive moving average) in which the assumption on sta-
tionary of time series is not necessary. The important
characterization of ARIMA model is that the predic-
tions of the behaviour of a time series in the future
depend on the past observations by a linear function
and random errors, i.e., the ARIMA equation for fore-
casting a stationary series ¥; has the following form

predict for Y, at time t = constant+ weighted
sum of the last p values of Y; + weighted sum of
the last q values of errors

Intuitively speaking, for a non-stationary time series
X;, we say that X; is fitted by a ARIMA (p, d, q) process
if
(i) ¥; := (1 — B)“X; is a stationary time series, where
B is the backward shift operator, i.e., B/X = Xi—j, d
is the number of non-seasonal differences needed for
stationarity, it is called integration.

(ii) The stationary series ¥; is a ARMA (p, q) process,
i.e., for everyt

=6+ ¢Yi1+ @Yo+ -+ ¢pYp+&—
0161 —02& 5 — - — 0,8,

where & ~ N (0, 62) is the random error. The param-
eter p is the number of autoregressive terms and g is
the number of lagged forecast errors in the rediction
equation.

Itis seen that ARIMA processes have two components
which are Autoregressive model (AR) of order p and
Moving-Average (MA) model.

The artificial neural network approach

One of the most important advantages of an Artifi-
cial Neural Networks is to approximate various com-
plex non-linear time series. The ANN is developed
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from statistical learning algorithm based on mimick-
ing the neural networks in the human brain. It can
process parallelly information from data, and, hence,
the ANN provides a powerful tool for forecasting time
series more accurately. The ANN model consists of
layers which are an input layer, output layer and single
or more hidden layers. However, a single layer is the
most common in modelling and forecasting for time
series (see, e.g.,s). The algorithm of the ANN can be
described as follows. The input layer has one or more
inputs where an input is a vector value. Each node in
an input layer can be connected to the nodes of the
first hidden layer. The data go to the network through
hidden layers until attaining the output layer, for ex-
ample, see the following Figure 1.

Intuitively Speaking, let ¥; be a time series. The re-
lationship between the future value (the output) and
its past values (the inputs) ¥;_1,Y;_5,...,Y;_, can be
represented by the following equation

Yo =ao+Xi_ a;f (; + L, 0Yi—i) +&, (1)

Where, a; and w;;,i = 1,2,...,p;j = 1,2,...,q are
parameters of the model. They are called the connec-
tion weight between layers of the model. Parameters p
and g are the number of input nodes and the number
of hidden nodes in the model. The function f is the
transfer function of the hidden layer taking the form

B 1
T l4e X

fx)

It is seen that f is the logistic function ® or the sigmoid
function taking values on [0, 1]. Furthermore, f is
real-valued and differentiable and has some proper-
ties such as non-positive first derivative with one local
minimum and one local maximum. From (1), we see
that the ANN model forecasts the future value by per-
forming a non-linear functional mapping of the past
observations. Therefore, we can formulate its general
mathematical equation as follows

Yt:¢(n711n727...,n7p’w)+£t7

Where, o is the vector of parameter and the function
¢ is determined by the network structure and appro-
priate weights. Therefore, ANN can be seen as a non-
linear autoregressive model.

The main task when dealing with ANN model for a
time series is to select a correct the lagged observa-
tions p and an appropriate number of hidden nodes
g. Unfortunately, there is no theoretical methods to
guide the selection of these parameters, and, hence,
in practice, selecting the appropriate values p and g is
often conducted from experiments.
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Figure 1: 4-3-3-1neural network model.

The hybrid approach

As far as we know that ARIMA model is a good per-
formance for forecasting linear time series and ANN
model is better selection for forecasting non-linear
time series. However, both models are not good
enough for fitting a more complex time series. Since,
a complex time series can be decomposed into a linear
component and a non-linear component, e.g., Fourier
decomposition. Hence, the hybrid model is employed
to model this type of time series in which ARIMA
and ANN approaches can be deployed to model the
linear component and the non-linear component, re-

2,3,7)

spectively (see, . More precisely, a time series X;

can be represented as

Xt =L+ Ny, (2)

where L;,N; denote the linear, non-linear compo-
nents, respectively. These components can be fitted
from data. First stage, ARIMA approach is used to
model the linear component and, then, the residuals
et from the linear model can be seen as the non-linear
relationship. Hence, we can apply the ANN approach
to this component. Denote L, the forecast value at

time ¢, we have
=X —1L . (€)
By ANN approach, ¢; takes the form
e,=(p(et,l,e,,z,...,et,p,w)+£t, (4)

where, @ is a non-linear function determined by the
neural network and &, is the random error. Denote N;
the forecast value from (4). From (2), (3) and (4) we
have the forecast value X; of the series

X =L+ Nz, (5)
So, there are two steps to perform the hybrid ARIMA
neural network model as follows

(i) forecast values I, (resulted from ARIMA model)
(ii) forecast residuals N; (resulted from ARIMA
model) by ANN model

rh'  Hidden Layer b

Source: towardsdatascience.com/multilayer-neural-networks-with-
sigmoid-function-deep-learning-for-rookies-2-bf464f09eb7f

DATA - RESULTS

Data set

In this study the weekly closing prices for VNINDEX
from January 4, 2006 to September 28, 2018 are used
(Figures 2 and 3). There are total 663 trading weeks
in this period. The data is divided into two periods,
the first period includes 654 weeks (as a training set)
that are used for model estimation and the second pe-
riod includes 9 weeks (as a test set) that is reserved for
forecasting and evaluation.

Financial time series are often not stationary, espe-
cially stock prices. Transform stock prices into log re-
turn prices is the most common method in analysing
financial data. Let Pt be the stock price at time ¢. The
log returns R; are defined as

P
R; :=log (P—’l) .
)

More details, we refer to® for good properties of log
return. The log returns are also called continuously
compounded returns. 'The plots of stock prices and
weeklylog returns are shown in the following Figure 2
and Figure 3.

Error measures

We introduce some of the most common error mea-
sures or accuracy measures widely used for compar-
ing different forecasts in financial time series. These
measures are used to identify which methods is one
The most
preferred measure used for forecasting accuracy of a
model is the Root Mean Square Error (RMSE), see,
e.g, R. Carboneand]. S. Armstrong® for more details.
It is defined as

of the most suitable forecast methods.

Y (Y-

RMSE := ,
N

where N is the sample size.
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Figure 2: The daily closing prices from January 4, 2006 to September 28, 2018.
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Figure 3: The weekly returns from January 4, 2006 to September 28, 2018.

The following Mean Absolute Percentage Error
(MAPE) is also used as a common error measure
(seel?)

|t —F]
1Y

Another most popular error measure is known as the
Mean Absolute Error (MAE):

1
MAPE := NZ

1 .
MAE::NZ]Y,fY,‘.

it is seen that, this measure is easy to both understand
and compute.

Results for price data

We use ARIMA, ANN and Hybrid model to fit VNIN-
DEX data. We compare these models and chose the
best model for this data set.
studies fitting financial data by using these models
and show that the hybrid model is the best model

for fitting and forecasting closing prices of market
231112

There are a number

(see . In case Vietnamese market, we also see
that the hybrid is the best model for fitting VNINDEX,
see the following table for comparing error measures
of these models.

The comparison between the actual values and fitted
values of ARIMA and Hybrid models are given in Fig-
ure 4. This figure shows that Hybrid model has a good
performance in fitting VNINDEX.

55

DISCUSSIONS

This work is one first attempt applying sophisti-
cated quantitative models to study VNINDEX. To
strengthen our results, further data sets and mod-
els should be used for testing and validation. We
are going to investigate other stock indexes given in
Thomson Reuters database as well as explore potential
developed models and their necessary improvement.
We also interested in studying whether different in-
dexes coming from different countries favor the same
type of models, or create country- associated effect.

CONCLUSIONS

In this study, we have analyzed the performance clas-
sical ARIMA, ANN model and the Hybrid model for
describing VNINDEX. Generally, for almost complex
time series, the novel hybrid models have a better per-
formance than individual models ARIMA and ANN.
For Vietnamese stock market, the results show that
the Hybrid model also gives much better forecasting
accuracy as compared with ARIMA and ANN mod-
els.

ABBREVIATIONS

AL Artificial Intelligence
ARIMA: Autoregressive Integrated Moving Average
ESM: Exponential Smoothing Model
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Table 1: Error Measures

MAE RMSE

ARIMA  0.006225405  6.597903e-05
Hybrid 0.005496027  5.426601e-05

ANN 0.005751329  5.562526e-05

[
—

Figure 4: Fitting with ARIMA and Hybrid models.
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TOM TAT ’

Du bdo chi s6 c6 phiéu la mét trong nhiing van dé tai chinh quan trong va gan day da thu hut dugc
nhiéu su quan tam ti cac chuyén gia trong linh vuc tri théng minh nhan tao. Trong nghién ctu
nay, chiing t6i st dung mot s6 mé hinh mang than kinh két hop. K&t qua chinh cho thdy mé hinh
nay cung cap mot cong cu hiéu qud dé du bao chinh xac hon chi sé ching khoan. Cu thé, ching
toi da so sanh hiéu qua du bao chi s6 VNINDEX gilra cac mé hinh truyén thong ARIMA, ANN va mo
hinh két hop Hybrid ARIMA va ANN. Dua trén cac s6 liéu tir cac nudc, d6i véi hau hét cac chudi
thai gian phuc tap, mé hinh k&t hop méi cho kha nang du bao tét hon so véi cac mé hinh riéng
l& ARIMA va ANN. D&i véi thi trudng c6 phidu Viet Nam, két qua ciing cho thay cac mo hinh két
hop mdéi du bao chinh xac hon déang ké so véi cdc méd hinh ARIMA va ANN. Cu thé, cac két qua cta
chiing t6i cho thdy mo hinh két hop Hybrid cho sai s6 bé hon hdn so véi hai mé hinh don ARIMA
va ANN. Céc do thi xdp xi chi ra rang mé hinh Hybrid phan anh chinh xac xu hudng tang giam va
gan vdi dit liéu thuc t& hon. Dac diém ctia md hinh ARIMA thudng thich hop cho cac chudi thoi
gian tuyén tinh trong khi m& hinh ANN hay duoc sit dung dé du bao cho cac chudi thdi gian phi
tuyén. Mé hinh Hybrid k&t hop duoc ca hai yéu t6 trén nén c6 thé str dung cho cac chudi thdi gian
téng quat. Do thij trudng tai chinh ngay cang phuc tap nén dac diém cla chudi thai gian tuong
{ng véi chi s6 chiing khoan thudng bao gém c hai thanh phén tuyén tinh va phi tuyén. Vi dic
tinh ndy nén mé hinh két hop Hybrid ARIMA véi ANN cho két qua du bao va udc lugng tét hon cac
mo hinh truyén thong khac.

Tirkhoa: Chi s6 c6 phiéu, caéc mo hinh két hop, thi truding ¢8 phiéu Vit Nam, moé hinh ARIMA, ANN

Trich dan bai bao nay: Qudc Bao T, Nhat Tan L, Thi Thanh An L, Thi Thién My B. Du bao chi sé ¢6 phiéu
bang cac mé hinh mang than kinh nhan tao két hgp. Sci. Tech. Dev. J. - Eco. Law Manag.; 3(1):52-57.
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